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19. Typically, pairs o f  stacks of images o f  secondary and 
tertiary dendritic branches (test and control sites) 
were collected a t  -15-min intervals. Images were 
stored digitally and analyzed off l ine essentially un- 
processed. The numbers and lengths o f  protrusions 
(lower limit, 0.54 prn) in  a field o f  view (45 p m  by 45 
wm) containing 69 = 22 p m  o f  dendritic length were 
measured, keeping track of the fates o f  individual 
structures in optical sections. The l imited z-resolution 
of our microscope (-1.5 wrn) did not  al low us t o  
reliably detect and analyze protrusions that  did no t  
project laterally f rom the dendritic shaft, resulting in  
an underestimate of the densities o f  protrusions. 
Measurements were done in  two-dimensional projec- 
tions, resulting in an underestimate of the lengths o f  
protrusions. To calculate the error resulting f rom 
projections, le t  r be the dendritic radius and 1 the 
length of spiny protrusions. Then the length o f  the 
projection o f  the protrusion-the measured length 
/'-is given by 1' = [(I + r) cosR - r], where 8 is the 
angle w i th  respect t o  the horizontal. Assuming that  
spines are distributed isotropically, w e  can compute 
the average length as 

A S  

(1') = (lie,) i n d o  -I 
where 8, is the largest angle for which protrusions 
are measured ( 1 ~ 1 4 ) .  TO estimate an upper bound 
for the error, w e  assume 1' = 2.75 p m  and r = 0.5 
pm,  and solve for 1. This calculation suggests that  we 
might  underestimate the true length o f  protrusions 
by up t o  13%. Only one set o f  experiments was 
performed per neuron (n refers t o  the number o f  
neurons). Changes in  the number o f  protrusions after 
tetanus were distributed in  a non-Gaussian manner. 
In particular, our data probably included some exper- 
iments where the stimulating electrode failed t o  
evoke synaptic responses on the target dendrite. W e  
therefore used nonparametric statistics to  test for 
differences in  changes in  morphometric distributions 
(30). Significance levels were computed w i th  the 
WMPSR test and in  al l  cases agreed w i th  the highly 
restrictive sign test. Measurements are given as 
mean i SD unless otherwise indicated. 
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Variability in Spike Trains 
During Constant and Dynamic 

Stimulation 
Anne-Kathrin Warzecha* and Martin Egelhaaf 

In a recent study, it was concluded that natural time-varying stimuli are 
represented more reliably in the brain than constant stimuli are. The results 
presented here disagree with this conclusion, although they were obtained from 
the same identified neuron ( H I )  in the fly's visual system. For large parts of the 
neuron's activity range, the variability of the responses was very similar for 
constant and time-varying stimuli and was considerably smaller than that in 
many visual interneurons of vertebrates. 

The reliability of behavioral responses to exter- 
nal events is limited by neuronal variability. 
Neuronal variability is commonly quantified by 
the variance in the number of spikes in response 
to repetitive presentations of identical stimuli. 
Variances across trials have often been found to 
be on the order of the mean spike count (1-9. 
Recently, the idea has been put forward (1, 8) 
that neuronal variability is only as large as the 
mean spike count if the responses are elicited 
by more or less constant stimuli. In contrast. it 
was concluded that more naturalistic dynamic 
stimuli elicit spike trains that are much more 
reproducible and thus have considerably small- 
er variances. Although it is thought that the 
reliability of neural coding is especially adapted 
to stimuli encountered by an animal in its nat- 
ural behavioral context (I). our study does not 
support this hypothesis. Our experimental anal- 
ysis was camed out on an identified neuron in 
the fly visual system, the H1 neuron. which has 
often been used to analyze the reliability of 
processing visual motion (1, 9-16). 

The H1 neuron responds selectively to the 
direction of motion in large parts of the visual 
field by integrating the output signals of 
many local motion-sensitive elements. It in- 
creases its spike rate above the resting level 
during back-to-front motion (preferred direc- 
tion) and decreases the spike rate during mo- 
tion in the opposite direction (null direction). 
Because the spontaneous activity of the H1 
cell is low, it usually stops firing when the 
pattern moves in the null direction (9, 16).  
Examples of how visual motion is represent- 
ed by the H1 neuron are shown in Fig. 1 (1 7). 
The fly was stimulated by motion with dif- 
ferent dynamical properties. that is. either by 
a pattern moving at a constant velocity or by 
random velocity fluctuations (18). At the on- 
set of constant-velocity stimulation, the spike 
activity of the H1 neuron increased and. after 

a transient phase; reached a more or less 
constant level. During dynamic stimulation; 
the spike activity fluctuated strongly, follow- 
ing (to some extent) the time course of pat- 
tern velocity (Fig. 1D) (11, 15, 19). The 
timing of spikes was not entirely detennined 
by the motion stimulus. It was also controlled 
by stimulus-independent sources. which be- 
comes obvious when comparing individual 
response traces that were elicited by identical 
motion stimuli (Fig. 1, E and F). The vari- 
ability was quantified by determining the 
variance in the number of spikes within a 
given time window in relation to the stimulus 
onset. For constant- and dynamic-velocity 
stimulation, the variance across trials was 
determined for a range of window sizes and 
was plotted as a function of the mean spike 
count. Because the stimulus-induced re- 
sponse to constant-velocity motion did not 
modulate much over time, only a small range 
of activities was elicited by a given stimulus 
(Fig. 1C). Therefore, the stimulus strength 
was altered by changing the vertical extent of 
the pattern. In contrast, during dynamic stim- 
ulation. the spike frequency was strongly 
modulated over the entire activity range of 
the H1 neuron (Fig. ID). The variances ob- 
tained within 10-ms time windows were very 
similar for the two different stimulus dynam- 
ics. For constant as well as for dynamic stim- 
ulation, the plot of variance versus mean 
spike count was scalloped (Fig. 2). The vari- 
ance was very small when the mean spike 
count was close to an integer number; and the 
variance was largest for intennediate spike 
counts. The scalloped distribution of data 
points is due to the discreteness of spikes [for 
a detailed explanation, see (I)]. The scallops 
closely followed the minimal variance that 
could be obtained in a spiking neuron (dotted 
lines in Fig. 2; A and B). The qualitative 
features of the single-cell example (Fig. 2. A - - 

Lehrstuhl f(jr Neurobiologie, Faku l t i t  fijr Biologic, and B, were corroborated the mean vari- 
Un ive rs i t i t  Bielefeld, Postfach 1 0  0 1  31, D -33501  ance averaged over several cells (Fig. 2; C 
Bielefeld, Germany.  and D). Hence, the variability of responses of 
*To  w h o m  correspondence should be addressed. E-  the H1 cell was not influenced by the stimu- 
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such small time windows (20). Moreover. for 
constant-velocity stimuli, the variance did not 
equal the mean spike count, in contrast to a 
previous conclusion on the H1 cell (I), but 
remained nlarkedly smaller. The variance 
was also not equal to the mean spike count 
for constant-velocity stimuli when the re- 
sponses were evaluated within 100-ms time 
xvindows (Fig. 3 ;  A and C). Instead; with 
increasing mean activity, the variance first 
decreased slightly and then increased again. 
A decrease in variance with an increasing 

mean spike count was also obtained in anoth- 
er set of experiments where the patten1 
nloved at different constant velocities (21). 
For dynamic stimuli. the variance within 100- 
111s time windows somewhat increased with 
an increasing spike count. Regardless of 
stimulus dynamics, scallops were hardly vis- 
ible (20). Moreover, for spike counts above 
about five spikes per time window, the vari- 
ances of responses elicited by both types of 
stimulus dynamics did not differ much (Fig. 
3, C and D). Only in the low-activity range of 

Fig. 1. Responses of the constant velocity stimulus dynamic velocity stimulus 
H1 cell t o  constant- 

locity profile of a sec- ,x 0 
tion of the stimuli used # 
in the experiments. pos- -301 
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denote m o t i o n  in the 400. 
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rection. degls, degrees Q 
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and 300 responses were 0 100 200 1400 1600 1800 
averaged. The responses time [ms] time [ms] 
were shifted by 30 ms to 
compensate for the latency. Temporal resolution, 1 ms; vertical extent of the pattern, 76.6"; spls, spikes per 
second. (E and F) Subsequent sample traces of individual responses t o  repetitive presentation of the same 
motion trace. Vertical lines indicate the occurrence of spikes. The section of the responses shown in (E) and 
(F) corresponds t o  the section of the spike frequency histogram shown in (C) and (D), respectively. 

Fig. 2. Variance of the spike count o f  the H 1  cell as a function 
o f  the mean count for (A and C) constant- and (B and D) 
dynamic-velocity stimuli. For each of eight cells, 6 0  individual 
responses t o  each stimulus condition were evaluated (78). For 
constant-velocity stimulation, different response levels were 
obtained by presenting five stimuli that  differed in their vertical 
extent (A and C). The pattern segments w i th  different vertical 
extent [see symbol legend in (A)] were centered a t  the equato- 
rial plane of the fly's eye. Mean spike counts and variances were 
evaluated in  100 consecutive nonoverlapping 10-ms intervals, 
start ing 1.5 s after the mot ion onset. Because dynamic-velocity 
st imulation results in pronounced response modulations (see 
Fig. 1 D), the whole activi ty range of the H I  cell was covered by 
the mot ion of a given stimulus pattern (vertical extent, 76.6") (B 
and D). Starting 100 ms after the mot ion onset, we evaluated 
490 consecutive nonoverlapping 10-ms intervals. Data of one 
cell are shown in (A) and (B). Each symbol indicates the mean 
spike count and corresponding variance wi th in a 10-ms interval 
that  is time-locked t o  the onset of motion. Dotted lines illus- 
trate the min imal  variance that  can be obtained in  a spiking 
neuron (20). Data, as illustrated in  (A) and (B), were combined 
f rom eight cells (C and D); the mean spike count was subdivided 
in to activi ty classes w i th  a w id th  o f  0.2 spikes. For each cell, 
variances were averaged when the corresponding mean spike 
count was in  the  same activity class. Thus, for the analysis done 
for (C), the variances of responses elicited by st imuli  o f  different 
sizes were averaged. Then the mean variances of up t o  eight 
cells were averaged for each activi ty class. Only those activity 
classes and corresponding variances t o  which at least four cells 
contributed were illustrated. Error bars, SEM f rom up t o  eight 
cells. 

the cell was the variance of responses to 
constant-velocity stimuli larger than that of 
responses to dynamic stimuli. In any case, the 
variances of the responses to the tested dy- 
namic- and constant-velocity stimuli were 
considerably smaller than the mean spike 
count. 

This conclusion generally applies to a 
wide range of time windows and all dynam- 
ic- and constant-stimulus conditions that 
we tested. In Fig. 4, the Fano factor (the 
ratio of the variance and the mean spike 
count) is plotted as a function of the size of 
the time window that was used for counting 
spikes. For all constant-velocity stimuli and 
for the dyna~nic stimulus, the Fano factor 
first slightly decreased with an increasing 
time window, reached a 11lininlum for in- 
termediate windows, and then slightly in- 
creased again [for analysis with small time 
windows, see (20)l. Yet, the Fano factor 
was considerably less than 1 for all con- 
stant and dynamic stimuli and for all time 
windows that we tested. Thus; the variance 
was smaller than the mean spilte count for 
both types of stin~ulus dynamics and for all 
window sizes tested. 

These findings disagree with (I),  which 
concluded (i) that, for constant-velocity but 
not for dynamical-velocity stimuli, the 
variance is on the order of the mean spilte 
count and (ii) that dynamic stimuli result in 
a much smaller neuronal variability than 
constant stimuli. These conclusions are at 
least partly the consequence of a mislead- 
ing presentation of the experimental data. 
In diagrams showing the variance of re- 

constant velocity stimuli dynamic velocity stimulus 

0.0 O I L  0 1 2 

mean spike count per 10-ms time window 
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sponses to collstant velocities as a fuilctioil 
of the mean spike count; the mean spike 
count has been mainly increased by in- 
creasing the time window used for countiilg 
spikes [figure 1E in (I)], whereas for dy- 
namic stimuli; the spike count has been 
increased by altering the stimulus strength 
only [figure 2. E and F. in ( I ) ] .  The differ- 
ent ways of evaluating the variances el~cit-  
ed by constant and dynamic st~inuli result 
in different dependences of the variance on 
the meail spike count. These differences 
cannot demonstrate a difference in the re- 
liabilities with which constant and dvnamic 
stimuli are represented. A potential differ- 
ence can onlv be revealed when the data are 
evaluated in exactly the same way. Howey- 
er, we did not find a principal difference 
when we evaluated our data, which were 
obtained for constant and dynamical stim- 
uli, in an identical manner. When scrutiniz- 
ing the constant-velocity data shown in (I);  
it can be inferred that, for all time windows 
other than the 3-ms window (20). the yari- 
ailces of responses to constant stimuli eval- 
uated within a giyen time window do not lie 
along the line of "variance = mean" but 
increase with a much shallower slope than 
that line [see figme 1E in (I)]. In fact, the 
yariance of the responses then depends on 
the mean spike count in a manner that is 
similar to the dependence of the yariance 
that has been obtained for dynamic stimuli 
and the variances that were determined in 
our study. Moreover, for the 10-ms time 
window, the variances obtained in ( I )  for 
constant-yelocity stimuli quantitatively 
agree with those obtained for the other 
experiments [that is, for dynamic stimuli in 
( I )  and for constant and dynamic stimuli in 
our study]. However, the yariances ob- 
tained in ( I )  for constant-velocity stimuli 
with window sizes of 100 Ins are somewhat 
larger than those determined in the other 
experiments. Various explanations for this 
quantitatiye difference are possible. The 
responses elicited by constant-velocity 
stimuli in ( I )  covered only about the lower 
one-third of the cell's actiyity range, 
whereas the responses elicited in the other 
experiments more or less covered the entire 
actiyity range of the cell. Because the vari- 
ance depends on the activity of the cell, the 
different activity ranges might be a reason 
for the quantitati~e deviations in the vari- 
ances obtained in the different experiments 
(22) Another reasoil for the quant~tative 
deviations might be that the previous study 
( I )  was based on the responses of only one 
cell for constant and one cell for dynamic 
stimuli. Although none of the eight cells 
analyzed in our study had a mean variance 
(within a 100-ms window) as large as that 
of the H1 cell analyzed in ( I )  for constant 
stimuli, the difference does not seem to be 

more than what call be expected on the 
basis of interindi~idual variability (23). In 
addition, we related only responses to con- 
stant and dynamic stimuli to each other; 
which were obtained from the same cells by 
presenting the different stimuli in a pseu- 
dorandom order, and we excluded nonsta- 
tionary data (18). Both measures reduced 
the possibility that differences in the vari- 
ances occurred for the two different stimu- 
lus dynamics because of processes that 
were not induced by visual stimulation. 

There is no good evidence to assume 
that, in general, dynamic-velocity stimuli 
are processed in the fly's motion pathway 

Inore reliably than constant-velocity stimu- 
li. Our data demonstrate that the variability 
of responses to constant and dyilamic stim- 
uli are basically the same when evaluated 
in exactly the same way. This finding might 
be surprisiilg because, as is known from 
cellular neurophysiology, spikes are gener- 
ated with greater reliability if the mem- 
brane potential at the spike initiation zone 
changes rapidly rather than slowly. Indeed, 
the occurrence of spikes was found to be 
tightly time locked to fluctuations of intra- 
cellularly injected current if this current 
contained frequencies above -30 Hz (24- 
26).  However, the motion-induced Inem- 

0.0 / L 
0 5 10 15 2 0 0  5 10 15 20 

mean spike count per 100-ms time window 

constant velocity stimuli dynamic veiocity stimulus 

Fig. 3. Variance o f  the spike count o f  the H I  cell as a function of the mean count for t ime  windows 
o f  100 ms. (A and C) Mean responses and variances elicited by constant-velocity mot ion were 
evaluated in  9 1  consecutive t ime  windows starting 1.5 s after the mot ion onset. Consecutive t ime  
windows overlapped by 9 0  ms. (B and D) Mean responses and variances elicited by dynamic 
st imulation were evaluated in  481 t ime windows w i t h  the same overlap and start ing 100 ms after 
the  mot ion onset. The same data set and conventions as in  Fig. 2 were used. Data of one cell are 
shown in (A) and (B). Average variance o f  up t o  eight cells for constant-and dynamic-velocity 
st imuli  was determined wi th in activi ty classes w i t h  a w id th  of 2.5 spikes [(C) and (D)]. Averages 
were obtained as described in  the  caption of Fig. 2. Error bars, SEM f rom up t o  eight cells. 

1.5 
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Fig. 4. Dependence o f  the Fano factor 
on the size o f  the t ime window wi th in constant stimuli 

pattsize [deg] 
which spikes were counted. For each 
stimulus condition, for each cell, and for -A- 7.5 

each of seven t ime windows ranging 5 0.2 
between 10 and 1000 ms, the  mean - -.- 51.5 
variance and the corresponding mean -0- 76.6 
spike count were determined. and the -,- dynamic 
Fano factor was calculated. Fano factors stimulus 
were averaged over eight cells. Spike 
counts and corresponding variances 
were obtained in  consecutive t ime  win-  1 0 100 1000 
dows that  were shifted by 10 ms, irre- t ime window [ms] 
spective o f  the  size of the  t ime window. 
The same data set as in  Figs. 2 and 3 was used. Error bars, SEM f rom eight cells. 
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brane potential fluctuations in fly motion- 
sensitive neurons have less power at fre- 
quencies aboye 30 to 40 Hz than the sto- 
chastic nle~nbrane potential fluctuations 
(14) .  This observation eyen applies to the 
very transient dynamic stimuli used in our 
study. Therefore, it has been concluded that 
most motion-induced membrane potential 
changes are not transient enough to elicit 
spikes with a large reliability (14) .  Hence, 
there is 110 reason to expect that dynamic- 
yelocity stimuli result in a-smaller spike- 
count variance than constant-velocity mo- 
tion. It seems likely that refiactoriness plays an 
important role in regulalizing spike generation 
at high activities (27) and thus may reduce, 
independent of sti~nulus dynamics, the variance 
at high spike frequencies as coinpared to low 
spike frequencies. 

In accordance with our data on the fly H1 
neuron, in motion-sensitive neurons in the 
middle temporal area (MT) of the ~nonkey, 
the yariances of resuonses to stimuli with 
different dynaln~cal propelties are fairly slm- 
ilar (7). However, whereas our study has 
de~nonstrated that; in the fly, the variance is 
smaller than the mean spike count. the yari- 
ances of neurons in the yisual cortex of cats 
and monkeys were found to be slightly larger 
than the mean [ (5,  6, 28, 29); see, however, 
(30)l. Accordingly, the Fano factor in MT 
neurons has been found to be larger than 
unity irrespective of the time window and the 
stirnulus conditions (7). Thus, the relation 
between mean spike count and yariance of 
these neurons appears to differ from that 
found in fly motion-sensitive neurons. 
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activity of an identified motion-sensitive neuron in 
the fly's third visual neuropil, the H I  cell (9, 76), was 
recorded extracellularly by standard electrophysio- 
logical techniques. Spikes were transformed into unit 
pulses and given t o  a PC at a rate of 1 kHz. Experi- 
ments were performed at temperatures between 
21.5" and 23.5"C. The age of the animals was be- 
tween 4 and 10 days after ecdysis. Animal care was in 
accordance wi th institutional guidelines. 
Square-wave gratings were used as stimuli (spatial 
wavelength, 18.2"; contrast, 0.99; mean luminance, 
6.8 cd/m2) and displayed on a cathode ray tube 
screen (Tektronix 608) a t  a frame rate o f  183 Hz 
by a Picasso image synthesizer (Innisfree, Cam- 
bridge, MA). The image synthesizer was controlled 
by a PC. I t  is unlikely tha t  the f inite frame rate 
influenced the precision in the t iming o f  spikes, 
because a Fourier analysis o f  the spike frequency 
histograms revealed only a very small peak a t  183 
Hz, which is negligible in comparison t o  the t ime- 
averaged response ( that  is, the constant term in 
the Fourier series) and the noise level. Stimulus 
patterns covered the central part of the cell's 
receptive field (horizontal extent of the pattern is 
91°, and the vertical extent o f  the different pat- 
terns is specified in the figure captions). At  the 
beginning o f  each trial, data acquisition was trig- 
gered by the frame synchronization signal of the 
image synthesizer. I t  was ensured that, a t  the end 
of each sweep, data acquisition and stimulus con- 
t ro l  were sti l l  synchronized. Two types o f  mot ion 
stimuli were used: constant velocity and dynamic. 
For constant-velocity stimuli, the pattern was 
moved in the cell's preferred direction for 2.5 s at 
a velocity o f  36.4"Is. Even constant-velocity stim- 
uli may induce small-amplitude modulations w i th  
the temporal frequency o f  the pattern superim- 
posed on a constant mean response level (31). To 
minimize potential effects due t o  these modula- 
tions, we varied the pattern size instead o f  the 
pattern velocity in order t o  cover different parts o f  
the activity range of the H i  cell. Five patterns that  
differed w i th  respect t o  their vertical extent were 
presented t o  each cell. In this way, different pro- 
portions o f  the cell's receptive field and thus a 
varying number o f  local input elements were stim- 
ulated. In order t o  analyze the steady-state re- 
sponse instead of response transients, as can be 
observed at the onset of constant-velocity stimuli 
(compare Fig. IC),  only the last second of the 
response was evaluated. To obtain a dynamic ve- 
locity stimulus, we generated white-noise velocity 
fluctuations according t o  a Gaussian distribution 
w i th  a standard deviation o f  0.57"Ims. The result- 
ing velocity trace was low-pass filtered w i th  a 
cutoff a t  80  Hz t o  avoid aliasing due t o  the frame 
rate l imi t  of 183 Hz. The pattern was moved for 
5 s: the last 4.9 s of the response were evaluated. 
In between individual stimulus presentations, there 
was a pause of 5.2 s. For the data illustrated in Figs. 
2 through 4, the six stimulus conditions (five con- 
stant-velocity stimuli o f  different vertical size and 
one dynamic-velocity stimulus) were presented in 
a pseudorandom order before the next sequence 
started. For quantitative analysis, 60  consecutive 
response traces were selected for each stimulus 
condit ion and cell. The variance would be overes- 
t imated w i th  nonstationary data that  show a trend 
in their activity over the recording period. There- 
fore, the mean activity during stimulation w i th  any 
of the six mot ion stimuli was not  allowed t o  
change by more than 10 spikes per second over 60  
trials, as judged f rom a regression line through the 
mean activities plotted over the t r ia l  number. In 
this way, 4 of 12 cells were excluded f rom the 
analysis. 
M. Egelhaaf and W. Reichardt, Bioi. Cybern. 56, 69 
(1987). 
The scalloping is most prominent when the time win- 
dow for counting spikes is small. If the chosen time 
window is so small that no more than one spike is ever 
counted, the variance inevitably lies on the scallop that 
stretches between the mean spike counts of 0 and 1. If 

variance lies on the initial part of the first scallop and 
thus virtually equals the mean spike count. This be- 
comes evident, for instance, for the variance of the H I  
cell as determined in a 3-ms time window [figure 1E in 
(l)]. Hence, for small mean spike counts, the ratio of the 
variance and the mean spike count approaches unity. 
These features are independent of whether there is little 
or much variability in the neural responses. This consid- 
eration hints at the limitation of the variance as a 
measure of variability i f  the variance is computed within 
small time windows. 
The response amplitude of the H I  neuron is not  only 
determined by the size of the stimulus pattern but 
also by other stimulus parameters such as the veloc- 
i ty  of motion. In some experiments wi th constant- 
velocity stimuli, we used two  different velocities t o  
obtain different activity levels. A stimulus pattern 
moving at 42.3"Is elicited a mean response ('SEM) 
of 133 2 9.6 spikes per second wi th an across-trial 
variance within 100-ms time windows of 0.59 2 
0.13, whereas a velocity (21 1.5"Is) that is higher than 
the velocity that results in the maximal response 
elicited a mean response of 30 2 11 spikes per 
second wi th a variance of 1.02 ? 0.16. Data were 
obtained from three animals. Each animal was con- 
fronted wi th the fast and the slow stimulus alter- 
nately. For each of the tested animals, the variance 
was larger for the fast stimulus, which elicited only a 
weak response, than for the slow, more effective 
stimulus. Independent of the velocity, variances were 
always considerably smaller than the mean spike 
count. Variances were obtained from 50 trials per 
animal and stimulus condition. Each trial lasted 3 s, 
the last second of which was used for this analysis 
[spatial wavelength, 10.6": pattern contrast, 0.89: 
mean luminance, 1.4 cd/m2: horizontal (vertical) ex- 
tent of the stimulus pattern, 74" (59")]. 
Preliminary results suggest that different variances 
may be obtained for a given mean spike count in- 
duced, for instance, by constant-velocity motion of 
either a small high-contrast pattern or a large low- 
contrast pattern. At  least at small mean spike counts, 
the variances in the latter case tended t o  be larger 
than in the former. When for a given pattern size the 
contrast was varied t o  obtain different activity levels, 
the variance did not  increase but rather decreased 
wi th the mean spike count. 
The spike count variance of responses t o  constant 
velocity of the most variable H I  cell analyzed in the 
present study was 1.44 when averaged over the 
variances determined in 91 consecutive partly over- 
lapping 100-ms time windows. Depending on the size 
of the, stimulus, the variance of the most variable H I  
cell differed from that of the most reliable H I  cell by 
a factor of 2.5 t o  3.2 when evaluated in a 100-ms 
window. This factor suffices t o  explain the quantita- 
tive discrepancies in the different sets of results in (7) 
and those between (7) and our study. 
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