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During learning, neural responses decrease over repeated exposure to identical 
stimuli. This repetition suppression is thought to reflect a progressive optimi- 
zation of neuronal responses elicited by the task. Functional magnetic reso- 
nance imaging was used to study the neural basis of associative learning of 
visual objects and their locations. As expected, activation in specialized cortical 
areas decreased with time. However, with path analysis it was shown that, in 
parallel to this adaptation, increases in effective connectivity occurred between 
distinct cortical systems specialized for spatial and object processing. The time 
course of these plastic changes was highly correlated with individual learning 
performance, suggesting that interactions between brain areas underlie asso- 
ciative learning. 

Studies of associative learning aim (i) to ly that two specialized systems need to inter- 
identify neural structures that constitute act to establish an association. Domain-spe- 
memory systems and (ii) to characterize the cific representations or repetition suppression 
network properties that comprise interactions is not sufficient to account for this associative 
among their components. The first aim has colnponent (6). In other words, fi~nctiollal 
been addressed largely by using functional segregation and localized response propelties 
neuroimaging, on the basis of the principle of cannot account for associative leanling alone. 
functional specialization. In the case of ob- Here, we address the functional integration of 
ject-location memory. several functional 
studies have demonstrated activation of ven- 
tral occipital and temporal regions during the 
retrieval of object identity and. conversely, 
increased responses in dorsal parietal areas 
during the retlieval of spatial location (1-3). 
These results suggest domain-specific repre- 
sentations in posterior lleocortical structures. 
closely related to those involved in percep- 
tion, and they accord with the segregation of 
ventral and dorsal pathways in processing 
categorical or spatial stimulus features, re- 
spectively (4). Another phenomenon ob- 
served in some learning studies is a decrease 
of neural responses (that is, adaptation) to 
repeated stimulus presentations. This repeti- 
tion suppression has been replicated consis- 
tently in primate electrophysiological and hu- 

different systems to characterize learning 
from a different perspective, namely, that of 
effective connectivity (7). 

Whole-brain functional magnetic reso- 
nance imaging (fMRI) was used to test the 
hypotheses that (i) repeated stimulus presen- 
tation during learning will lead to adaptation 
of evoked cortical responses (repetition sup- 
pression) and (ii) learning the association of 
two stimulus attributes that are processed in 
segregated cortical regions is accompanied 
by changes in effective connectivity between 
these regions over time. We chose object 
location and object identity as the two at- 
tributes to be associated because they are 
processed in the segregated dorsal and ventral 
visual pathways, respectively (4). 

Six participants (three male and three fe- 
Inan functional imaging studies (5). Although male. age range 25 to 36) had to learn and 
certainly not the only electrophysiological recall the association between 10 si~nple line 
correlate of learning, it is ubiquitous and a drawlngs of real-world objects and 10 loca- 
usefill measure of learning-related changes tions on a screen during fMRI (8) .  Each 
illtri~lsic to.unit or population responses. For leanling trial consisted of four conditio~ls. 
object-location leanling, it is intuitively like- encoding (EKC), control-1 (COl),  retrieval 

(REiT), and control-2 (C02) (9) (Fig. 1A). 
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the ensuing asymptotic learning curves (Fig. 
2A) (10). 

Regionally specific changes in evoked re- 
sponses over time were assessed by examin- 
ing time-by-condition interactions (11). De- 
creases in activation during learning, indica- 
tive of repetition suppression, were observed 
in several cortical regions in the ventral and 
dorsal visual pathway (Fig. 2, B and C). 
Within the framework of repetition suppres- 
sion it has been hypothesized that decreases 
in neural responses are epiphenomena of en- 
hanced response selectivity (5). By analogy 
to the development and plasticity of cortical 
architectures (IZ), this refined selectivity is 
likely to be due to changes in effective con- 
nectivity within the system at a synaptic lev- 
el. In this shldy we explicitly addressed this 
idea by characterizing time-dependent chang- 
es in effective connectivity during leanling. 

Path analysis was used to assess changes in 
effective connectivity between the dorsal and 
ventral pathways over time. This technique can 
be considered as a decolnposition of interre- 
gional correlations, constrained by an underly- 
ing anatomical model. The resultillg path coef- 
ficients are estimates of effective connectivity 
and represent the response. in units of standard 
deviation, of the dependent variable (activity in 
the target region) for a change of one standard 
deviation of the explanatory valiable (activity in 
the source region), while activity elsewhere is 
held constant. 

The regions of interest for the path anal- - 
ysis were selected from individual participant 
analyses of evoked remonses 113). As ex- 
pected for visual stimuli co~lsisting of line 
drawings, we observed responses in striate 
( V l )  and dorsal extrastriate (DE) visual cor- 
tex, posterior parietal cortex (PP). and lateral 
parietal coltex (LP). Ventrally. we found ac- 
tivation of posterior inferotemporal coltex 
(ITp) and. more anteriorly, in the parahip- 
pocalnpal gyrus (ITa) (Fig. 1B) (14). 

Given our hypothesis regarding changes 
in effective connectivity between dorsal and 
ventral pathways, the path analysis was fo- 
cused on the connection between PP (dorsal 
stream) and ITp (ventral stream). We tested 
changes in this path coefficient, over time 
within a session. by dividing each learning 
session into "Early" (first part) and "Late" 
observations (second part) and estimating 
separate path coefficients for each (Fig. 1A) 
(15). 

The stnlctural lnodel used in our analysis 
embodies connectiolls within and across ven- 
tral and dorsal pathways (Fig. 1B) and is 
based on anatomical studies in primates (16) .  
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The right hemisphere plays a predominant 
role i n  object-location memory (1, 17). We 
therefore concentrated on the right hemi- 
spheric network. Primary visual cortex was 
modeled as the origin o f  both pathways. I n  
addition to "interstream" connections be- 
tween DE and the fusiform region (ITp) and 
between PP and ITp  (It?), we included direct 
connections based on hierarchical cortical or- 
ganization (1 6). 

The path coefficient between PP and ITp 

increased significantly [x;,,(l) = 13.7, P < 
0.051 during learning. This group result was 
confirmed b y  the analysis o f  individual par- 
ticipants that showed an increase in effective 
connectivity between PP and ITp  in all par- 
ticipants (19). In contrast to the connections 
between streams, connections within the dor- 
sal pathway decreased over time. This de- 
crease was significant only for the connection 
from V1 to DE ( P  < 0.05). 

A specious reason for increased path co- 

efficients over time is a learning-related re- 
producibility o f  evoked responses in both 
pathways that is mediated b y  intraregional 
mechanisms (that is, repetition suppression as 
a result o f  synaptic changes involving only 
intrinsic connectivity). This explanation can 
be discounted because within-stream path co- 
efficients should therefore increase. Our data 
indicate the opposite, namely, that all within- 
stream connections exhibit only minor chang- 
es (decreases) over time. Spurious correla- 

Using three learning sessions we were able to  
distinguish between nonspecific time effects (for example, habituation) B 
and learning-related effects. Learning sessions were split into Early and 
Late to  contrast learning-related changes over time. The number of 
learning trials assigned to  Early versus Late was varied in seven steps -Lr 

(horizontal bars). Each condition lasted 32.8 s (equivalent to  eight whole- V l  # 
brain fMRl volume acquisitions), each trial lasted 131.2 s, and each session 
lasted 17.5 min. Image processing and statistical analyses were carried out 
with SPM97 (24). In this analysis, we were only interested in evidence of 
learning; therefore, the analyses focused on the scans acquired during ENC. \ 
(0)  Effective connectivity was assessed for a model of the extended visual ITP 

L 
system. In the dorsal pathway, this system comprised dorsal extrastriate 
cortex (DE), posterior parietal cortex (PP), and a lateral parietal region (LP). 
Ventrally the system included posterior inferior temporal cortex (lTp) and anterior inferior temporal cortex (ITa). The left panel shows the brain from 
the right; the right panel shows the inferior surface of the brain, with the cerebellum removed to reveal inferior temporal cortex. Black patches show 
the regions of interest and their location in a single participant. Connections are in accord with a hierarchical organization of the visual system (76). 
We were mainly interested in the connection between PP and ITp, given our hypothesis that effective connectivity would increase between regions 
over time. 

Fig. 1. (A) Schematic of the object-location mem- A 

Fig. 2. (A) Averaged A 

ory experiment. Participants were exposed to  
three different sets of objects and locations during 
three consecutive sessions (one set per session). 
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Ten different objects and positions were chosen 
for each session to minimize carry-over effects 
(for example, proactive interference) between ses- 
sions (23). Participants were given eight trials per 
session in which to learn the associations between learningrelated effects within sesstons 
object identity and spatial location. The order of \ 

nonspecif~c effects over "expertmental tlme" 
the conditions was identical for all eight trials. 

learning curves (mean 
5 SEM) for all six par- 
ticipants for three 
learning sessions. The 
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P < 0.001) and inferotemporalcortex (1Tp.x = 33.y = -75.2 = -15. P < 0.001), 
repetition suppression was observed in dorsal exhastriate cortex (DE, x = 39,y = 
- 72, z = 18, P < 0.001) and posterior parietal cortex (PP, x = 27. y = -69, z = 
54, P < 0.001). Voxels above a threshold of P < 0.001 are shown (overlaid on the 
structural MRI template used for spatial normalization) for V1. DE, and PP. L and 
R indicate left and right hemispheres. (C) The time course of signal changes in DE 
during all three Learning sessions averaged over all participants. Black dots repre- 
sent the mean signal for each trial of encoding. The solid line represents the best 
Linear fit. indicating adaptation. Decreases within sessions indicate a task-specific 
eff ecL 
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tions between PP and ITp could be caused by 
a common input (Vl) .  However. path analy- 
sis (that is. effective connectivity) as used 
here explicitly takes common inputs into ac- 
count and is able to dissociate these nonspe- 
cific effects from interactions between PP 
and ITp. 

Although dorsal visual regions may exert 
more influence on ventral areas (20). knowl- 
edge about the preferred direction of those 
interstream connections is sparse. Initially. 
interstream connections were modeled from 
dorsal to ventral areas. Nevertheless. we en- 
sured the robustness of our findings by re- 
versing these connections, with no significant 
change in fit [X:,,(l) = 10.3. P < 0.051. 
There is no evidence in our data that allows 
inferences about the direction of this connec- 
tion (a sufficient model is obtained with ei- 
ther direction). This is entirely consistent 
with reciprocal projections and interactions 
between the two areas. which, of course. is 
the most biologically plausible situation. 

To ensure that increases in effective con- 
nectivity were specific to encoding or learn- 
ing. we also tested for changes in effective 
connectivity during the control conditions. 
No significant differences [x:,,( 1) = 0.1. 
P = 0.9 for both control conditions] between 
Early and Late were found. Applying the 
same analysis to the retrieval condition did 
not show a significant increase over time 
[ ~ : , ~ ~ ( 1 )  = 0.2. P = 0.71. If present. temporal 
changes in effective connectivity between 
ITp and PP during retrieval were probably 
obscured by the stimulus-driven activation of 

Length of EARLY ( ~ n  learning trials) Ihat 
maxmized the EARLY vs, LATE difference 
in connectivity (PP + ITp) 

Fig. 3. Varying the cut-off between Early and Late 
determined the estimate of change in the PP-to- 
ITp connection. We determined the cut-off t ime 
for each participant and session that maximized 
this difference in connectivity. This value strongly 
predicted [F(2,15) = 6.6, P < 0.05] the behavior- 
ally determined learning speed (k). Intuitively, this 
means that for fast learning the biggest change in 
PP-to-ITp connectivity is attained earlier in the 
learning session. 

ITp by the visual cue (nonsense shape) pre- 
sented during retrieval. ITp neurons respond- 
ing to visual features of the cue do not con- 
tribute to the concerted activation of neuronal 
populations involved in associative learning 
because they are not associated with a spe- 
cific location. 

The estimated change in connectivity 
from PP to ITp clearly depends on the cut-off 
point between Early and Late. To unequivo- 
cally establish a relation between neurophysi- 
ologically mediated changes in connectivity 
and behavioral learning, we examined the 
relation between the temporal pattern of ef- 
fective connectivity changes and learning 
speed for all sessions and participants. We 
estimated the differences in effective connec- 
tivity for seven Early and Late partitions by 
successively shifting the cut-off (all seven 
cut-offs are shown as horizontal bar graphs in 
Fig. 1A). The cut-off time at which the con- 
nectivity change peaked was used as a tem- 
poral index of changes in effective connec- 
tivity (that is. plasticity) (21). The significant 
regression [F(2,15) = 6.6. P < 0.05; Fig. 31 
of k. a measure of learning speed. on this 
plasticity index indicated that for fast learn- 
ing (high values of k) the maximum differ- 
ence in path coefficients between PP and ITp 
was achieved earlier in the session (that is. 
Early comprises less scans relative to Late). 
In other words. the temporal pattern of chang- 
es in effective connectivity strongly predicted 
learning performance. 

In summary. our data are in accord with the 
concept of repetition suppression: the adapta- 
tion of regional neural responses over multiple 
repetitions. Moreover, our data directly support 
the hypothesis that repetition suppression is 
paralleled by changes in the functional integra- 
tion of the dynamic cell assemblies that express 
it. As responses within an area decrease with 
learning. effective connectivity between corti- 
cal areas increases. The correlation between 
speed of learning and these changes in effective 
connectivity emphasize the relevance of plastic 
changes in hnctional integration for associative 
learning. 
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erence waveforms (that is, box-cars convolved with a 
hemodynamic response funct~on) in the context of 
multiple linear regression. The resulting F statistics for 
every voxel constitute a statistical parametric map 
SPM{F]. Data were analyzed for each participant indi- 
vidually with a threshold of P i 0.05 (corrected for 
multiple comparisons). An adaptive highpass filter was 
added t o  the confound partition of the design matrix t o  
account for low-frequency drifts [A. P. Holmes, 0, Jo- 
sephs, C. Buchel, K. J. Friston, Neuroimage 5, 5480 
(1997)l. Voxel time series were temporally smoothed 
with a Gaussian filter (FWHM of 4 s). 
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Cytokinin Activation of 
Arabidopsis Cell Division 
Through a D-Type Cyclin 

Catherine ~iou-~hamlichi , ' *  Rachael Huntley,' Annie J a ~ q m a r d , ~  
James A.H. Murray1? 

Cytokinins are plant hormones that regulate plant cell division. The D-type 
cyclin CycD3 was found t o  be elevated in  a mutant of Arabidopsis w i th  a high 
level of cytokinin and t o  be rapidly induced by cytokinin application in both cell 
cultures and whole plants. Constitutive expression of CycD3 in transgenic plants 
allowed induction and maintenance of cell division in the absence of exogenous 
cytokinin. Results suggest that cytokinin activates Arabidopsis cell division 
through induction of CycD3 at the C,-S cell cycle phase transition. 

Cytokinins are purine derivatives that pro- 
mote and maintain plant cell division in cul- 
tures (1-8) and are also involved in various 
differentiation processes including shoot for- 
mation, photomorphogenesis, and senescence 
(2, 3). In promoting cell division, cytokinins 
act synergistically with auxins (3, 4). 

Because restimulation of quiescent verte- 
brate cells into division by mitogenic signals 
requires the transcriptional up-regulation of 
D-type cyclins (9 ) ,  the existence of related 
proteins in plants (10, 11) suggests plant 
D-type cyclins (CycD) as potential mediators 
of plant mitogenic signals. A possible role for 
cytokinin in regulating the expression of the 
Avabidopsis CycD3 gene in callus material 
(10) was investigated in a dispersed suspen- 
sion culture of Avabidopsis cells (12, 13). 

Cells incubated for 24 hours without hor- 
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mones (1 4) accumulated CycD3 transcripts in 
response to cytokinin supplied at concentra- 
tions down to l op3  pM (Fig 1, A and B), 
starting within 1 hour (Fig. 1C). Zeatin, the 
most abundant cytokinin in Avabidopszs ( I j ) ,  
and 6-benzylaminopurine (BAP) generated 
the strongest response. whereas adenine. a 
purine lacking cytokinin properties, showed 
no effect (Fig. 1A). 

CycD3 induction could be a direct re- 
sponse to cytokinin or an indirect response 
caused by cells reaching a certain cell cycle 
position under the influence of cytokinin. 
Cycloheximide (Chx) blocks both G I  phase 
progression (13) and protein synthesis in 
these cells (14) and did not inhibit CycD3 
induction by cytokinin (Fig. ID), showing 
that induction is independent of progression 
through G I  and involves signal transduction 
by proteins already present in stationary 
phase cells. Inhibition of CycD3 induction by 
the protein phosphatase inhibitor okadaic - & 

acid i n d  gratuitous induction by the protein 
kinase inhibitor staurosporine in the absence 
of cytokinin (Fig. 1, E and F) implicate reg- 
ulatory phosphorylations in this process. 

Whole plant responses to hormones are 
complex (2, 3) and do not necessarily reflect 
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