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Emergent Properties of works consisting of up to four signaling path- 
ways to determine if the network has proper- 

Networks of Biological 
Signaling Pathways 

Upinder S. Bhalla and Ravi lyengar* 

Many distinct signaling pathways allow the cell to receive, process, and respond 
to information. Often, components of different pathways interact, resulting in 
signaling networks. Biochemical signaling networks were constructed with 
experimentally obtained constants and analyzed by computational methods to 
understand their role in complex biological processes. These networks exhibit 
emergent properties such as integration of signals across multiple time scales, 
generation of distinct outputs depending on input strength and duration, and 
self-sustaining feedback loops. Feedback can result in bistable behavior with 
discrete steady-state activities, well-defined input thresholds for transition 
between states and prolonged signal output, and signal modulation in response 
to transient stimuli. These properties of signaling networks raise the possibility 
that information for "learned behavior" of biological systems may be stored 
within iritracellular biochemical reactions that comprise signaling pathways. 

Studies on the cyclic adenosine monophos- 
phate (CAMP) signaling pathway led to the 
idelitificatio~l of several general mechanisms 
of signal transfer. such as regulatio~i by pro- 
tein-protein interactions, protein phosphoryl- 
ation, regulation of elizymatic activity. pro- 
duction of second messengers, and cell sur- 
face signal transduction systems ( I ) .  These 
mechanisms of signal transfer have subse- 
quently been shown to o c c ~ ~ r  in niany path- 
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ways, including Ca2+ signaling pathways (2);  
tyrosine kinase pathways (3) ,  and other pro- 
tein kinase cascades, and recently in the in- 
tracellular protease cascades in apoptosis (4). 
Initially. signaling pathways were studied in 
a linear fashion, and it was shown that many 
important biological effects are obtained 
through linear illformation transfer. However. 
it has become increasingly clear that signal- 
ing pathways interact with one another and 
the final biological response is shaped by 
interaction between pathways. These interac- 
tio~is result in networks that are quite coni- 
plex and may have properties that are nonin- 
tuitive. A systematic analysis of interactions 
between signaling pathways could be useful 
in understanding the properties of these net- 
works. We developed models for simple net- 

ties that the individual pathways do not and if 
nehirorking results in persistent activation of 
protein kinases after transie~it stimulus. Per- 
sistent activation of protein kinases is a gen- 
eral mechanism for eliciting biological ef- 
fects. Cholera toxin colltinuously elevates 
CAMP, resulting in persistent activation of 
protein kinase A (PICA), inhibition of intes- 
tinal water reabsorption, and diarrhea, key 
pathological manifestations of cholera (5) .  
Since this original demonstration; persistent 
activation of protein kinases has been impli- 
cated in diverse processes such as neoplastic 
transformation (6) and learning and memory 
(7). Although mutations or altered gene ex- 
pression can result in persistent activation of 
protein kinases. we wished to ask the follo\v- 
ing question: Do connections between preex- 
isting signaling pathways result in persistent- 
ly activated protein kinases capable of elicit- 
ing end-point biological effects? 

To develop models of signalilig pathways; 
it is necessary to consider the mechanisms by 
which signal transfer occurs. In biological 
systems, signal transmission occurs mostly 
through two mechanisms: (i) protein-protein 
interactions and enzymatic reactions such as 
protein phosphoiylation and dephosphoryl- 
ation (ii) or protein degradation or production 
of intracellular messengers. In an approach 
that \vould include all of these reactions, we 
used the basic chemical reaction schemes of 
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to represent all reactions. 111 this formulation, 
the interactioiis are colnpletely specified by 
the rate coiistalits ( k ,  and I<,+) and by the initial 
conceiltratioli of each reactant (.+I; B ,  C, and 
D). All these equatiolis are allalytically 
equivalent and can be represented by differ- 
ential equatioiis of the fo1111 

c/[A]/dt = I<,,[C][D] - R,[A][B] (3) 

The standard Michaelis-Menten formula- 
tion for enzymes is a special case of the two 
reactions in sequence, with the assumption 
that the filial step is irreversible: 

This is specified by three rate constants, k , ;  
and k,, and the initial concentrations of 

eiizyine E. substrate S,  and product P. Addi- 
tion of f~~r the r  reactants or alterations of ki- 
netic parameters (or both) during time course 
analysis can be accommodated within this 
framework. All parameters used in these 
models were derived from published experi- 
ine~ital studies. I11 most cases. measurements 
in the literature allo\ved us to cross check the 
values of the collstants we used. The con- 
stants used in the various path~vays models 
and the details of their derivation are de- 

scribed in the supplementary material on the 
Science Web site (ww\v.sciencemag.org/ 
feature:data/982608.shl) and the Iyengar lab- 
oratory Web site (8). All numerical compu- 
tations were performed as described (9). 

Initially, model activation of single compo- 
iients was set up. The objective in generating 
the model for an individual signaling pathway 
was to obtain a good empirical model that 
accurately fit the available experimental data. 
Many signaling pathways are influenced by 
multiple stimuli often acting synergistically. In 
such cases, an iterative procedure was followed 
to ensure that the model replicated experimental 
results. For example, the details of synergistic 
activation of protein kinase C (PKC) by multi- 
ple ligands are shown at our Web site (8). We 
developed a library of models for different sig- 
naling pathways. In all cases; the invariant cri- 
terion was that the inodel for the individual 
pathway yield responses very similar to the 
experimentally obtained data. The reactions for 
the individual models are given in Fig. 1. The 
rate constants and papers from which they are 
derived are available on ow Web site (8). A 
compai-hnental model of a hippocampal CAI 
neuron was implemented in GENESIS, and 
calcium influx through N-methyl-D-aspartate 
(NMDA) channels on a dendritic spine on the 
inodel was computed with previously published 

A B 
EGF+ L o r n  + EOF EGFR '-1 EOF EG~R.V;IERNAL 

n 
SHC t SHC' 

SOS A ORB2 4 SOS GRB2 '-i-l SHC- SOS GRB2 

n 
GDP Ror GTP R i i  PKC 

s o s - + G W 2  4 sos- GRB2 

GDP Rar 

C 
Gs A C l r 8 d A C 1 1 8  C * C a \ l  AC118 

D 
'AhqPI(-\ATP c A b w n A T P  

Gs AC2 \ X 2  e A C 2 .  $5 Os ACLm 

c A h l p n A v  
DeFh 

ATP 'AMPnA'TP 
PKA 

&qpnB Cad CaM PDEI 

A\IP cAhlP cAh iP  AhlP cA\IP c A h ; d b \ I P  

Deph/r EOF EGFR 

c a  PLCT- ' 

PIP2 -DAG + IP3 

Fig. 1. Reaction schemes and parameters for library o f  pathways in  
simulations. Reversible reactions are represented as bidirectional arrows 
and irreversible reactions as unidirectional arrows. Enzyme reactions are 
drawn as an arrow w i th  t w o  bends, where the enzyme is located on  the 
middle segment. For clarity, the same reactant may be represented 
mult iple t imes in a given reaction scheme, but  i t  is modeled only as a 

parameters (10). Synaptic input was delivered 
to this model to match a protocol commonly 
used to elicit long-term potentiation (LTP): 
three tetanic bursts at 100 Hz; for 1 s each, 
separated by 600 s. The Ca2+ waveform gen- 
erated by this simulation was fed into the kinet- 
ic model. The kinetic model was insensitive to 
the value of Ca2' amplitude within a factor of 
two. 

We developed the network model in stages. 
We modeled individual pathways first; and then 
we examined experimentally defined combina- 
tions of two or three such individual pathways 
and tested these combined models against pub- 
lished data. We repeated this process using 
larger assemblies of pathways until the entire 
network model of interacting pathways was 
formed. Pathways were linked by two kinds of 
interactions: (i) Second messengers such as ar- 
achidonic acid (AA) and diacylglycerol (DAG) 
produced by one pathway were used as inputs 
to other pathways. (ii) Enzymes whose activa- 
tion was regulated by one pathway were cou- 
pled to substrates belonging to other pathways. 
In establishing connections between pathways. 
we only used mechanisms that had been de- 
scribed experimentally. 

As an example of one signaling pathway. 
we modeled epidermal mowth factor IEGF) .+ ~, 

stimulation of mitogen-associated protein ki- 
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single reactant. Details o f  parameters for the  reactions and references are 
available at our Web site (8). 
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nases (MAPK) 1 and 2 and EGF activation of 
phospholipase C-y (PLCy) (Fig. 2A) using re- 
action schemes in Fig. 1, A. B. H, and F. In Fig. 
2B. the time course of activation of MAPK by 
EGF is shown. Here. we coinpared the experi- 
mental data (solid hiangles) fiom experiments 
by Teng er al. (11) with the values obtained 
koin the inodel (open triangles). It can be readi- 
ly seen that the model accurately reproduces the 
experimentally observed data. A second exam- 
ple is shown in Fig. 2C. Here. EGF stimulation 
of PLCy is measured at various Ca2+ concen- 
trations and compared against experimental 
data obtained by Wahl et 01. (12). Again, the 
model provides &good fit to the experimentally 
obsen-ed activation. 

The next stage of analysis used two inter- 
connected pathways. Here. two types of 
connections were studied. The first type in- 
volves a feedback loop. Persistently activated 
MAPK can trigger proliferation and in some 

Nucleus 

cell types is sufficient to induce transforma- 
tion (13). We determined if sustained MAPK 
activation could occur after an extracellular 
signal is withdrawn. For this signal. flow 
from EGF receptor through two interconilect- 
ed pathways, the PLCy-PKC pathway and 
Ras-Raf-MAPK pathways; was analyzed. 
The two pathways interact at two points. 
PKC activates Raf (14). MAPK can phos- 
phorylate and activate cytosolic phospho- 
lipase A-2 (cPLA,) (15). and the AA pro- 
duced by cPLA, acts synergistically with 
DAG to activate PKC (16). These connec- 
tions should result in a positive feedback 
loop. 

In such a system, one can deteimine the 
amplitude and duration of the extracellular 
signal required to obtain sustained activation 
of the system. In this simulation, the system 
was exposed to 2 or 5 nM EGF for either 10 
or 100 min. Only the 5 nM stimulation at 100 
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Fig. 2. ECF receptor signaling pathways. (A) Block diagram of s~gnaling 
pathways. Rectangles represent enzymes, and circles represent messen- 
ger molecules. This model used modules shown in Fig. 1, A, E, B, F, H, K, 
and L from the library of models. (B and C) Matching models to 
experiments. (B) Predicted (open triangle) and experimental (filled trian- 
gles) time course of response of MAPK to a steady ECF stimulus of 100 
nM. The fall in the MAPK activity after the initial stimulation is due to a 
combination of ECF receptor internalization and MAPK phosphorylation 
and inactivation of 808. (C) Concentration-effect curves for activation of 
PLCy by Ca2+ in the presence (triangles) or absence (squares) of EGF. 
Dashed Lines are model data, and solid Lines are experimental data. In (B) 
and (C), they axis represents fractional activation. (D to H) Activation of 
the feedback loop by ECF receptor. (D) Activation of feedback loop by 
ECF. PKC (open symbols) and MAPK (filled symbols) are monitored to 
show status of feedback. Three stimulus conditions are represented: 10 
min at 5 nM EGF (short bar, circles), 100 min at 2 nM ECF (long bar, 
squares), and 100 min at 5 nM ECF (long bar, triangles). Only the third 
condition succeeds in causing activation of the feedback loop. (E) Bi- 
stability plot for feedback loop represented in (A). The PKC versus MAPK 
plot (dashed line) was constructed by holding the level of active MAPK 
fixed, running the simulation until steady state, and reading the value for 
active PKC. This was continued for a series of MAPK levels spanning the 
range of interest. The process is repeated for MAPK versus PKC (solid line) 
by holding active PKC at a fixed level and monitoring resultant MAPK 
levels. Both plots are drawn with PKC on they  axis and MAPK on the x 

rnin results in active MAPK or PKC even 
after the signal was withdrawn. The other two 
conditions result in deactivation of the system 
sooil after the exteinal signal is withdrawn 
(Fig. 2D). The reason for this difference can 
be understood by analysis of a plot of active 
PKC versus MAPK. as shown in Fig. 2E. 
This plot is formed by the concentration- 
effect curves of MAPK activation of PKC 
(dashed line) and PKC activation of MAPK 
(solid line), plotted on the same axes. The 
curves for PKC versus MAPK and MAPK 
versus PKC intersect at three points. A. B. 
and T. Point A represents high activity for 
both PKC and MAPK. whereas point B rep- 
resents low activity. Both of these points 
represent distinct steady-state levels. Such a 
system with two distinct steady states is a 
bistable system. The bifurcation point T is 
important because it defines threshold stimu- 
lation. As the concentration-effect curves are 

0 10 20 30 40 SO 60 
Time (rnin) 

F 
Km: Sim Krn: Expt 

BCono: Sim EConc: Em! 

10 100 1000 

Time (min) 

axis. The curves intersect at three points: B (basal), T (threshold), and 
A(active). A and Bare stable points, and T is metastable. (F) Estimated 
experimental uncertainty in enzyme parameters, compared with simu- 
lated range over which bistability is observed. Bistability is present over 
a range comparable to the experimental uncertainty, indicating that the 
phenomenon is robust. Black bars, experimental uncertainty in the 
Michaelis constant (K,); white bars, simulated bistability range for K,; 
horizontal stripes, experimental uncertainty in concentration; diagonal 
stripes, simulated bistability range for concentrations. MAPK has a par- 
ticularly large uncertainty in concentration range because of large dif- 
ferences in tissue distributions. (C) Inactivation of feedback Loop by 
MKP-1. PKC (open symbols) and MAPK (filled symbols) are monitored to 
show status of feedback. The feedback loop was initially activated by a 
suprathreshold stimulus shown at our Web site (8), and then one of three 
inhibitory inputs was applied: 10 min at 8 nM (short bar, circles), 20 min 
at 4 nM (long bar, squares), and 20 min at 8 nM (long bar, triangles.). 
Only the third condition is able to inactivate the feedback loop. The 
rebound in the first two cases is due to two factors: the persistence of AA 
due to a relatively slow time course of removal and the time course of 
dephosphorylation of activated kinases in the MAPK cascade. (H) Thresh- 
olds for inactivation of feedback loop. MKP was applied for varying times 
and amounts. At high MKP levels, inactivation occurs more quickly, but 
there is a minimum threshold of nearly 10 min. Conversely, when MKP is 
applied for very long times, at least 2 nM MKP is required to inactivate 
the feedback loop. 
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steady-state relations, the threshold T is rig- 
orously defined only for steady-state situa- 
tioils. However, as an approximation, if the 
initial stimulation (amplitude and duration) is 
such that either PKC or MAPK is activated 
above the level T, then the system will reach 
steady state at point A. In contrast, if the 
initial stimulation is below T, then the system 
upon removal of stimulus will relax to the 
level B, which would be the basal amount of 
activity. 

Such a bistable system has the potential to 
store infoimation, and in fact an important 
class of computer memoly (static RAM) is 
based 011 bistqble devices. Signaling events 
that push the levels of either activated PKC or 
activated MAPK past the intersectioil point T 
will cause the system to flip from one state to 
another. This analysis can be generalized to 
ally combillation of pathways ill a feedback 
loop. Not all feedback systems will exhibit 
concentration-effect curves that intersect at 
three points to produce bistability. Single in- 
tersection points will produce a system with 
only one stable state. Even numbers are bio- 
chemically implausible, and higher numbers 
(5, 7, and so forth) of iiltersectioils are un- 
likely to occur because of the shape of most 
concentratioi~-effect curves. It is noteworthy 
that inany biochemical dose-response curves 
take the shape most likely to produce a bist- 
able system: a sigmoid. To detennine the 
robustiless of the model, we varied the con- 
stants for the various key enzymes in both 
directions. The bistable behavior was robust 
over a range of kinetic parameters (Fig. 2F). 
For several compoilents, the bistable behav- 
ior was robust over a 100% range in either 
direction, but for PKC concentration the 
range was +30%. This may be due to the 
limited number of PKC isoforms used in our 
model. 

We also explored deactivation of this bi- 
stable systein. MAPK is dephosphorylated by 
a very specific phosphatase, MAPK phospha- 
tase 1 (MKP) (1 7). In the simulatioil in Fig. 
2G, we exainiiled the consequeilces of 8 nM 
MKP active for 10 or 20 inin and 4 nM MKP 
active for 20 min. The active system fi~lly 
relaxes only when 8 nM MKP is active for 20 
min. Lower coilcentrations of MKP or shorter 
duration of application result in the system 
returiliilg to steady-state activity at the 
higher level. The relation between the con- 
centration of MKP and the duratioil of its 
action required to deactivate the system is 
shown in Fig. 2H. Thus, the emergent prop- 
erties of this feedback systein define not only 
the amplitude and duration of the extracellular 
signal required to activate the system but also 
the magnitude and duration of processes 
such as phosphatase action required to de- 
activate the system. These properties make 
a feedback system such as this one, once 
activated, capable of delivering a constant 

output in a manner unaffected by small 
fluctuations caused by activating or deacti- 
vating events. This capability to deliver a 
stimulus-triggered constant output signal 
even after the stimulus is withdrawn may 
have numerous biological consequences. 

The second mode of interaction between 
the two pathways we analyzed was the gate 
(18). Ca2'icalmodulin-dependent protein ki- 
nase I1 (CaMKII) functions in LTP of synap- 
tic responses in the hippocampus. Persistent- 
ly activated CaMKII in the postsynaptic CAI 
neuron increases synaptic responses (19). 
CaMKII can be activated in a persistent mail- 
ner by autophosphoq~lation at ThrZx6 even 
after the ambient Ca2+ concentration drops 
(20), and transgenic mice expressing CaMKII 
in which T11r~~"s converted to Ala have 
impaired hippocampal LTP (21). Certain 
forins of LTP also require the cAMP pathway 
(22). Although postsynaptic cAMP is re- 
quired, by itself it does not alter postsynaptic 
responses. On the basis of these observations, 
we had proposed that the cAMP pathway 
gates CaMKII signaling through the regula- 
tion of protein pl~osphatases (IS). With the 
inflow of Ca2+, Ca2+ icalmodulin (CaM) not 
only activates CaMKII and calcineurin (CaN, 
also known as PP2B) but also elevates intra- 
cellular cAMP through CaM-dependent acti- 
vation of adenylyl .cyclases 1 and 8 (AC1- 
AC8) (23). We tested whether interactions 
between CaMKII, the cAMP pathway, and 
CaN are sufficient to produce proloilged acti- 

vation of CaMKII even after the Ca2+ signal is 
terminated (Fig. 3A). An initial stimulus similar 
to one that produces CAMP-dependent LTP 
was applied, and the activities of four key en- 
zymes [CaMKII, PKA, protein phosphatase 1 
(PPl), and CaN] were calculated. The concen- 
trations of the active enzymes are shown in Fig. 
3, B to E. The initial increase in intracellular 
Ca2+ caused an activation of CaMKII, AC1, 
and CaN through CaM binding and of PKA 
through increase in CAMP produced through 
activation of AC1-AC8. The simulatioils pre- 
dict that activation of AC1-AC8 overcomes 
competing degradation of CAMP because of 
activation of CaM-dependent and PKA-activat- 
ed PDEs. PKA activation leads to phosphoryl- 
ation of the Inhibitor- 1 protein and hence to the 
inhibition of PP1 (24). When intracellular con- 
centration returns to normal, both PKA and 
CaN are rapidly deactivated. The balance of 
basal activity of PKA and CaN ensures that PP1 
is restored to kill activity within 20 min of the 
stimulus. As PP1 becomes active, it is able to 
dephosphoiylate CaMKII at Thr2S6. This deac- 
tivates CaMKII (25). Thus, the system returns 
to basal state within 20 min of the final Ca2+ 
influx. The presence of a CAMP-operated gate 
leads to a large increase in the amplitude of the 
CaMKII response and prolollgation of its activ- 
ity, as is shown in Fig. 3B. Nevertheless, it does 
not lead to a persistent activation of CaMKII. 
The balance of CaMKII autophospl~orylation, 
dephosphoiylation, and relative activities of 
PP 1 and CaN do, however, lead to a prolonga- 

Fig. 3. CaMKll regulation. 
(A) Block diagram of mod- A NMDAR 

eled pathwavs. NMDAR 
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and ~a inf luxare modeled 
in a compartmental model 
o f  a CAI  neuron wi th a t 
series of three tetanic CaMKll 
stimuli at 100 Hz, lasting 
1 s each, separated by 10 
min. This model used 
modules shown in Fig. 1, C, f + 
I, J, M, N ,  and 0, f rom ( PKA~-< PPl & 
the library. (B t o  E) Activa- 4o C 0.3 - 
t ion of enzymes coupled ,, 
t o  CaMKII. Open squares, 
full model; filled triangles, 
cAMP is held fixed at rest- 
ing concentrations, there- iz 
by preventing rise in PKA 

5 i f f f  activity. (B) Activation of 0 o ---- 
CaMKII. The arrows repre- 
sent tetanic stimuli at 10, E 1.2 1 

20, and 30 min. CaMKll 
levels as well as t ime 
course are decreased when 5 
CAMP is held fixed. (C) Ac- g o . 4  

tivation of PKA. PKA activ- 
i ty  rises sharply because of o 
ACI-AC8 binding t o  Cal o 20 40 60 80 o 20 40 60 80 

CaM and producing CAMP. Time (min) Time (min) 

(D) Activity of PPI. PKA ac- 
tivation causes PP1 activity t o  fall t o  less than half its resting level. The small transients when cAMP is 
fixed are because of CaN activation of PP1 due t o  Ca/CaM elevation. (E) CaN (PPZB) activation by 
Ca/CaM elevation. The full modeCcAMP fixed curves overlap almost perfectly. 
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tion of C a m 1  activity for 20 inin after the 
stimulus was withdrawn, which may in some 
situations be sufficient to trigger a pl~ysiological 
response. 

We next developed a model for interac- 
tion between four signaling pathways. The 
response to the neurotransmitter glutamate at 
input synapses of hippocampal CA1 neurons 
involves multiple signaling pathways. Gluta- 
mate in combination with postsynaptic depo- 
larization triggers the inflow of Ca2+ through 
the NMDA receptor (26). The postsynaptic 
protein kinases known to be activated 
through Ca2+ influx through the NMDA re- 
ceptor include .CaMKII, PKC, PKA, and 
MAPK. The PKC and MAPK pathways are 
linked as are the CaMKII and CAMP path- 

MAPK, respectively. Initially, there are spikes 
of PKC activation due to the inflow of Ca2+ 
and activation of phospholipase C-P (PLCP) to 
produce DAG. Activation of PKC resulted in 
activation of MAPK througl~ Ras and Raf. If 
cPLA2 was held at basal activity, the feedback 
loop was not established, and both PKC and 
MAF'K activities returned to baseline after the 
stimulus was withdrawn. However, when the 
feedback loop was active, after the initial spike, 
there was a second rise in PKC activity that 
resulted from stimulation by DAG and AA 
(Fig. 4B). This resulted in a steady rise in 
MAPK activity that was persistent (Fig. 4C). 
PKA also showed initial spikes of activity 
caused by the stimulation of AC1 and ACS by 
Ca2+ inflow. When the feedback loop was 

protein phosphatases are analyzed. PP1, which 
dephosphorylates CaMKII at the T P E 6  posi- 
tion, is initially inhibited throug11 the spikes in 
PKA activity. The decrease in PP1 activation 
contributes to a net rise in CaMKII activity as 
basal activation (Fig. 11) remains unchanged. 
PKA activity then falls consid~rably but settles 
at a higher steady-state level than the basal state 
as described above. PP1 activity therefore 
reaches a steady state at a lower level because 
of the sustained PKA activity (Fig. 4F). 

In contrast, PP2B reaches a peak activity 
with the inflow of Ca2+, but because it is not 
affected by other components of this network it 
returns to its inactive state upon removal of the 
Ca2+ signal (Fig. 4G). Its effect on PP1 activity 
is thus limited to the duration of the initial 

ways. The PKC pathway is also connected to active, there is t11en a second smaller increase signal. Thus, a network can produce sustained 
the CAMP pathway in the hippocampus due to activation of AC2 by PKC (27). Because protein kinase activity after an initial stimulus. 
through AC2, which can be phosphorylated PKC activation is sustained, this stimulation of Such sustained activities do not require any 
and activated by PKC (27). These connec- AC2 by PKC results in sustained PKA activa- change in protein expression. They occur solely 
tions suggest that the four protein kinase tion as well, albeit at a lower activity than that through the biochemical properties of the sys- 
pathways can folln a network (Fig. 4A). produced by Ca-stimulated transients (Fig. 4D). tern under conditions at which the total concen- 

The behavior of this network was analyzed PKA modulates the autophosphorylation trations of the reactants are fixed. This may 
to determine if it was possible to sustain state of CaMKII through regulation of PP1 correspond to the situation in the early phase of 
CaMKII activity after the initial glutamate-in- (18). Inflow of Ca2+ led to initial bursts of LTP (28). Because MKP induction can trigger 
duced Ca2+ inflow was terminated. The con- CaMKII activity. If the feedback loop was not turnoff of the feedback loop, MKP may act as a 
centrations of key e r q h e s  in the system were 
plotted as a function of time (Fig. 4, B to G). In 
all cases, the profile of the active state was 
analyzed in the presence and absence of the 
feedback loop, created by the connection be- 
tween the PKC and W K  pathways mediated 
by cPLA2. The profiles in Fig. 4, B and C, 
represent time comses of activation of PKC and 

present, this activity slowly returned to basal 
levels. However, when the feedback loop was 
present, then the CaMKII activity reached 
steady state with a nearly twofold increase in 
the amount of active enzyme (Fig. 4E). The 
cause of the sustained increase in CaMKII ac- 
tivity within this network becomes obvious 
when the activity profiles of the two relevant 

Fig. 4. Combined model with feedback loop, synaptic input, and CaMKll 
activity and regulation. (A) Block diagram of model. Two possible end 
points of the model are represented as a-amino-3-hydroxy-5-methyl-4- 
isoxazolepropionate receptor-channel regulation and regulation of nu- 
clear and cytoskeletal events. This model used all of the modules in the 
l~brary except the module in Fig. 1A. (B to C )  Activity profile of major 
enzymes in pathway with full model (filled triangles) and with feedback 
blocked by holding AA fixed at resting concentrations (open squares). (B) 
Activity profile of PKC. When feedback is present, successive spikes 
become larger. However, in the absence of feedback, PKC has a time 
course that returns to baseline in the interval between stirnull. (C) 
Activity profile of MAPK. Activity accumulates only in the presence of 
feedback to lead to turn on. (D) Activity profile of PKA. The Ca- 
stimulated waveforms are almost identical, but the baseline rises when 
feedback is on, because of PKC stimulation of ACZ and production of 
additional CAMP. (E) Activity profile of CaMKII. Again, the Ca-stimulated 

timer for feedback activity in a synapse, to mark 
the end of early LTP. Other transcriptional 
events could be initiated in parallel with MKP 
induction, and these gene products would be 
expected to reach the active synapse along wit11 
MKP. We suggest that the active feedback loop 
rnay gate incorporation of these products into 
the cytoskeleton. This rnay provide a mecha- 

0 20 40 60 80 0 20 40 60 80 
Time (min) Time (min) 

waveforms are almost identical, but when feedback is present the 
baseline rises almost twofold. (F) Activity profile of P P I .  The Ca stimu- 
lated waveforms overlap, but sustained PKA activity in the presence of 
feedback causes the baseline activity of PP1 to fall. This in turn leads to 
the rise in CaMKll activity in (E). (G) Activity profile of CaN (PPZB). This 
is unaffected by the presence or absence of feedback. 

www.sciencemag.org SCIENCE VOL 283 15 JANUARY 1999 385 



R E P O R T S  

nism for selectively targeting gene products 
only to synapses receiving LTP-inducing stim- 
uli (29). In this maliner. the feedback loop 
might act as a bridge between extremely shoi-t 
stimuli and longer term synaptic change and 
also behveen local synaptic events and cell- 
wide production of synaptic proteins. 

Networlting results in several emergent 
properties that the individual pathways do not 
have. These propelties include the following: (i) 
Extended s i~na l  duration. The coupling of fast 
responses to the slow responses confers on the 
system the ability to regulate output for consid- 
erable periods after withdrawal of the initial 
signal. (ii) Activation of feedback loops. Feed- 
back interactions occur colnrnollly in biochem- 
ical processes. Many metabolic pathways are 
regulated by end-point feedback inhibition. 
Here, a positive feedback system involving 
PKC and MAPK was analyzed. This feedback 
loop has some noteworthy feahlres. Sustained 
PKC activity results from initial activation of 
PKC by Ca2+ and DAG and later activation 
due to synergy behveen AA and basal concen- 
trations of DAG. AA concentrations are raised 
by the activation of cPLA2 by MAPK, which is 
stimulated indirectly by PKC. Thus, multiple 
modes ( C a 2  and DAG and DAG and M )  of 
stimulating PKC are essential for the feedback 
loop. The magnitude and duration of the feed- 
back loop are limited by the concentrations of 
the components of the system and other reac- 
tions that impinge on components of the feed- 
back loop. The sequential phosphoiylation re- 
actions in the MAPK cascade are targets for 
regulation by protein phosphatases. MAPK is 
known to induce MICP, which is relatively spe- 
cific for MAPK. In our model, MKP is effec- 
tive in h~n~i i lg  off the fi~lly activated feedback 
loop under appropriate conditions. Additional- 
ly. doivn-regulation of PKC could also turn off 
the loop. Thus, both MICP and PKC levels 
could be detem~inants of CaMKII activity, con- 
nections not inkiitively obvious in the absence 
of the network. (iii) Definition of tlu-eshold 
stiinulation for biological effects. Signals of 
defined ainplih~de and duration are required to 
evoke a physiological response. Some of the 
parameters that define thseshold stimulation can 
be ascertained from this analysis of signaling 
networks. From Fig. 2, D and E, it can be 
readily seen that signals of sufficient amplitude 
and duration are required such that the initial 
PKC activity iises above the second intersec- 
tion point T so that the feedback loop becomes 
operational and sustained PKC and MAPK ac- 
tivity is obtained. Coi~esponding tl~esholds are 
seen in the inactivation process (Fig. 2, G and 
H). Thus, the system (that is, the nehvork) 
defines what the tlu-eshold stimulation will be 
and which external stimuli would be capable of 
evoking a biological response. (iv) Multiple 
signal outputs. Multiple signal outputs from a 
nehvork inay provide a safety mechanism to 
ensue that only appropriate signals are trans- 

lated into alterations in biological behavior. 
Such a safety mechanism could use hierarchical 
phosphorylations as a requirement for evoking 
a response. The multiple protein kinases re- 
quired for hierarchical phosphoiylation would 
ensure that the biological response is obtained 
only when the network is fi~lly operational and 
all of the output protein kinases are functional. 

The intricacy and variety of biological sig- 
naling nehvorks often defy analyses based on 
intuition. System properties are often dependent 
on subtle timing relations and competition be- 
hveen negative and positive regulators. Given 
the wealth of biochemical data, a computational 
analysis is well suited to handling both the 
complexity of multiple signaling interactions 
and the fine quantitative details. Such a model 
facilitates "thought expeliments" on involved 
signaling pathways to predict hierarchies, 
which can then be expelimentally tested. For 
instance, in LTP, the interrelations between 
several protein kinases are ill defined. Our mod- 
el suggests that PKA is downstream of both 
PKC and MAPK and upstream with respect to 
CaMKII regulation (Fig. 4A). The model also 
provides a framework for understanding bio- 
logical consequences of multiple modes of 
stimulating a single component. This is exem- 
plified by our analysis of PKC, which is acti- 
vated synergistically by Ca2-, DAGt, and M .  
The capability to be activated by multiple sig- 
nals enables both the initial triggering of the 
kinase and its subsequent involvement in a 
feedback loop with bistable properties. Similar- 
ly. such models provide insights into the possi- 
ble roles of isoform diversity. In Fig. 4A, our 
inodel uses both the CaM-stimulated AC1 and 
the PKC-activated AC2. The first adenylyl cy- 
clase isofonn allows the system to achieve a 
rapid inhibition of PP1 after C a 2  influx. The 
second adenylyl cyclase isofonn then provides 
a sustained inhibition of PP1 leading to pro- 
longed CaMKII activation. Without AC2, the 
feedback loop would not be connected to PP1 
regulation, and it would not be possible to 
sustain CaMKII activation after the C a 2  signal 
is terminated. 

The nlodeling of biological networks has 
several limitations. Emerging data indicate 
that signaling systems are often anchored and 
clustered, and thus both location and acces- 
sibility need to be quantitatively accounted 
for. Currently, experimental data to deal with 
these issues do not exist. The biochemical 
parameters come from purified compo- 
nents, and there is no definitive proof that 
these constants are unaltered with the cell. 
Given these uncertainties, models such as 
these should not be considered as definitive 
descriptions of networks within the cell, 
but rather as one approach that allows us to 
understand the capabilities of complex sys- 
tems and devise experiments to test these 
capabilities. 

The networks we propose inay play a role 

in LTP, a neural paradigm for some types of 
learning, and in proliferative "memoly." It is 
possible that similar approaches, using other 
signaling pathways, can be used to explain 
aspects of developmental and immunological 
memories. In conclusion, these studies indi- 
cate that simple biochemical reactions can, 
with appropriate coupling, be used to store 
information. Thus, reactions within signaling 
pathways may constitute one locus for the 
biochemical basis for learning and memoly. 
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con~plexes containing Fos regulate distinct tar- 
get genes in different physiological contexts. 
Continuous expression of fos results in the mor- 
phological transformation of cultured rodent 
fibroblasts in vitro and the induction of bone 
tumors in mice (1, 4). Cell transfomlation re- 
quires the leucine-zipper and the DNA binding 
regions of fos (5) .  In transformed rat fibroblasts, 
the major partner of Fos is c-Jun, which was 
first described as the Fos-binding protein, p39 
(6). Using a conditional expression system 
based on LacI, we demonstrated that a contin- 
uous period (-72 hours) of crf0s expression is 
required for complete molphological conver- 
sion, ~~rhich occurs even in quiescent cells (7). 
Like other oncogenic transcription factors. fos 
is thought to transfoml cells by inappropriate 
regulation of gene expression (7, 8). 

18 May 1998; accepted 3 December 1998 To identify target genes of fos that are ef- 
fectors of cell transformation, we used repre- 
sentational difference analysis (RDA) (9) to 

Role of DNA 5-Methylcytosine 
Transferase in Cell 

Transformation by fos 

isolate mRNA species, ivhich are present in 
fos-transfomled cells at levels that are higher 
"than those present in normal fibroblasts. ci%A 
was prepared from LacIc-fbs cells, which con- 
tain &fbs gene regulated by the LacI activator 
protein [comprising LacI, a nuclear localization 
signal, and the VP16 activator (7)], in the pres- 

A. V. Bakin and T. Curran* ence (nomlal phenotype) and absence (trans- 
formed phenotype) of isopropyl-P-D-thiogalac- 

The Fos and Jun oncoproteins form dimeric complexes that stimulate tran- topyranoside (IPTG). In these cells, fos is rap- 
scription of genes containing activator protein-I regulatory elements. We idly repressed in the presence of IPTG and is 
found, by representational difference analysis, that expression of DNA 5-meth- rapidly induced in its absence. Although several 
ylcytosine transferase (dnmt7) in fos-transformed cells is three times the fos target genes are induced within minutes of 
expression in normal fibroblasts and that fos-transformed cells contain about fos expression i11 these cells, transformation 
20 percent more 5-methylcytosine than normal fibroblasts. Transfection of the requires 2 to 3 days. The cDNA populations 
gene encoding Dnmtl induced morphological transformation, whereas inhibi- obtained from trailsfom~ed and normal cells 
tion of dnmt7 expression or activity resulted in reversion of fos transformation. were used in RDA as tester and driver, respec- 
Inhibition of histone deacetylase, which associates with methylated DNA, also tively (10). 
caused reversion. These results suggest that fos may transform cells through The difference products that were obtained 
alterations in DNA methylation and in histone deacetylation. after three rounds were analyzed by DNA se- 

quencing and included the cathepsin L and 
The fos proto-oncogene (cfos) is the cellular oclasts, for oncogenic conversion of phorbol aquaporin-1 genes (Fig. 1A) that were previ- 
homolog of the oncogene that is carried by the ester--induced skin tumors, and for light-in- ously shown to be regulated by Fos or to con- 
Finkel-Bislus-Jinkii~s (FBJ) muiine sarcoma vi- duced death of photoreceptor cells in the eye tain AP1 regulatory elements (11, 12). In trans- 
ms (I). Its protein product, Fos, is a nuclear (3). It is likely that the illany heterodimeric formed cells, the candidate target genes were 
phosphoprotein that forms heterodimeiic com- 
plexes with Jun and activating transcription Table 1. Effect o f  fos transformation on t he  5-methylcytosine content of DNA. The level o f  methylat ion 

factodcyclic adenosille 3t,5f-monophosphate relative t o  that  in normal 208F cells (100%) was determined by  high-performance liquid chromatography 

response e~elllellt-~ill~~llg proteill (HPLC) analyses o f  genomic DNA digested t o  nucleosides (26). DNA (10 p g  per sample) was digested w i t h  
deoxyribonuclease I, phosphodiesterase, and alkaline phosphatase, and the products were separated by  members "Id regu1ates transcliption 
HPLC. The data represent t he  average o f  three independent experiments (FSD), except for data f rom the 

tlu.Ough protein-1 and cAMP- 0.5% serum samples, which are f rom t w o  experiments. Dash, no t  applicable. 
responsive elements (1). Fos can be induced 
rapidly and transiently in many cells by diverse Cellular source o f  DNA Time of  culture (hours) Methylat ion (%) 
extracellular stinluli (2). It is believed to fi~nc- 
tion in a transcription factor network that cou- CMVc-fos - 1 1 9 2  4.9 

ples extracellular stimuli to alterations in gene 
- 129 i 4.7 

Laclc-fos + IPTC 24  110 1- 4.1 
expression. Gene disiuption studies have shown Laclc-fos - lPTG 48 100 i 5.9 
that Fos is required for differentiation of oste- Laclc-fos + lPTC 72 9 7  i 3.6 

Laclc-fos - IPTG 24  126 i- 4.1 
Laclc-fos - IPTC 48 132 i- 8.6 

Department of Developmental Neurobiology, St. Jude 
Children's Research Hospital, Memphis, TN 38105, Laclc-fOs - lPTC 72 120 i 2.4 

USA. Laclc-fos - IPTC in 0.5% serum 72 116 i 4.3 
Laclc-fos + IPTC in 0.5% serum 72 100 1- 3.8 
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