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generating pin23HX. After linearizing pin23HX (Hind 
Ill for antisense and Xba I for sense transcription), we 
performed in vitro transcription and digoxigenin la- 
beling using the DIG RNA Labeling Kit (Boehringer 
Mannheim). The RNA hybridization was performed 
overnight at 42°C with a probe concentration of 30 
ng per 100 pl. The slides were then washed with 4X 
standard saline citrate (SSC) containing 5 mM dithio- 
threitol (DTT) (10 min, room temperature), 2x SSC 
containing 5 mM DTT (30 min, room temperature), 
and O.2X SSC containing 5 mM DTT (30 min, 65'C). 
After blocking with 0.5% blocking agent (Boehringer 
Mannheim), we detected signals using anti-digoxige- 
nin (1 :3000, Boehringer Mannheim) coupled to alka- 
line phosphatase followed by a nitroblue tetrazolium, 
brome-chloro-indolyl phosphate staining reaction. 

30, Inflorescence axes of 3- to 4-week-old Arabidopsis 
wild-type and mutant plants (grown in a greenhouse 
at 18" to 24OC, with 16 hours of light) were cut and 
fixed in ice-cold methanollacetic acid (3 : l ) .  Paraffin 
embedding, sectioning, and mounting were done as 
described (22). Antibody incubation and immunohis- 
tochemical staining was performed as described [S. 
Reinold and K. Hahlbrock, Plant Physiol. 112, 131 
(1996)], with the following modifications: 8-pm 
cross sections and 30-pm longitudinal sections of 
inflorescence axes were incubated with affinity-puri- 
fied anti-AtPIN1 [(18), 4OC, overnight], diluted 1:100 
in buffer [3% (wiv) milk powder in phosphate-buff- 
ered saline (PBS), pH 7.41. Incubation with secondary 
antibodies coupled to fluorescein isothiocyanate 
(FITC) or alkaline phosphatase (Boehringer Mann- 
heim, 1:100) was done at room temperature for 2 to 

3 hours. After antibody incubation, washing was per- 
formed three times (10 min) with PBS containing 
0.2% Tween 20. For hand sectioning, stem segments 
were fixed in 4% paraformaldehyde, diluted in MTSB 
(50 mM piperazine ethanesulfonic acid, 5 mM ethyl- 
ene glycol tetraacetic acid, 5 mM MgSO,, pH 7.0), 
treated with 2% Driselase (Sigma, in MTSB, 0.5 hour), 
and permeabilized with 10% dimethylsulfoxide and 
0.5% NP-40 (in MTSB, 1 hour). After hand sectioning 
with razor blades, antibody incubation was per- 
formed as described above. Alkaline phosphatase 
staining reactions were carried out for several hours 
to  overnight, and the results were analyzed micro- 
scopically. Fluorescent signal analysis was performed 
with a confocal laser scanning microscope (Leica 
DMIRBE, TCS 4D with digital image processing) with 
a 530 t 15 nm band-pass filter for FITC-specific 
detection and a 580 + 15 nm band-pass filter for 
autofluorescence detection. For histological signal 
localization both images were electronically overlaid, 
resulting in red autofluorescence and green-yellow 
AtPIN1-specific fluorescence. DIC images were gen- 
erated to  determine the exact cellular signal localiza- 
tion. Controls with preimmune serum and secondary 
antibodies alone yielded no specific signals. Tissue 
orientation of the longitudinal stem sections was 
determined with the help of residual traces of lateral 
leaves and by cutting stem segments apically and 
basally with different angles. Polar signal localization 
was also obvious in cells in which the immunostained 
cytoplasm was detached from the basal cell wall (9). 
The AtPIN1 localization results were reproduced by 
several experiments. 
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Recent determinations of the Newtonian constant of gravity have produced 
values that differ by nearly 40 times their individual error estimates (more than 
0.5%). In an attempt to  help resolve this situation, an experiment that uses the 
gravity field of a one-half metric ton source mass to perturb the trajectory of 
a free-falling mass and laser interferometry to track the falling object was 
performed. This experiment does not suspend the test mass from a support 
system. It is therefore free of many systematic errors associated with supports. 
The measured value was G = (6.6873 i 0.0094) X lop1'  m3 kgp1 secp2. 

Here we report a method for determining the 
Kewtonian gra~itational constant; G? by mea- 
suring the perturbation to the acceleration of 
a free-falling object due to a well-known 
source mass. A precise lu~owledge of G is of 
considerable metrological interest, for it pro- 
vides a unique as well as valuable measure- 
ment challenge that sharpens and prepares 
experimental skills to better deal with a vari- 
ety of precision and null experiments. Yet 
despite hvo centuries of experimental effort, 
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the value of G remains poorly l m o ~  'n ; recent 
determinations of G differ by as much as 40 
times their individual estimates of uncertain- 
ty, suggesting the presence of significant sys- 
tematic errors. The difficulty in measuring 
G stems in part from the extreme weakness 
of the gra~itational force and the conse- 
quent difficulty of generating a sufficiently 
large signal for accurate measurement. Ad- 
ditional problems arise from the difficulty 
of eliminating spurious forces because of 
such things as electromagnetic fields and 
thermal gradients. 

In 1798 H e n ~ y  Cavendish performed the 

31. Tissue was frozen with an HPM 010 high-pressure 
instrument (Balzers, Liechtenstein) and processed as 
described [K. Mendgen, K. Welter, F. Scheffold, G. 
Knauf-Beiter, in Electron Microscopy of Plant Patho- 
gens, K. Mendgen and K. Lesemann, Eds. (Springer- 
Verlag, Heidelberg, 1991), pp. 31-42]. Substitution 
was performed in acetone at -90°C, embedding in 
Unicryl (British Biocell, Cardiff), and polymerization 
at 4'C. Ultrathin sections were incubated with pri- 
mary antibodies [ I %  preimmune serum or affinity- 
purified anti-AtPIN1 (18)], diluted 1:10 with buffer 
[1% (wlv) bovine serum albumin (BSA) and 0.1% 
BSA-C, in TBS (10 mM tris(hydroxymethy1)amin- 
omethane-HCL, 150 mM NaCI, pH 7.4)], for 3 hours, 
followed by incubation with a secondary antibody 
110 nm gold coupled to  goat antibody to  rabbit 
immunoglobulin G (Biotrend, Koln, Germany)], dilut- 
ed 1 :20 with buffer, for 1 hour at 20°C. Sections were 
stained with uranylate and lead citrate and examined 
with an Hitachi H-7000 electron microscope. 

32. Plants were grown in vitro as described (6), fixed, 
paraffin-embedded, and deparaffinated as described 
(22). Cross sections (10 pm) of inflorescence axes 
were analyzed microscopically. Anatomical studies 
with pin-formed plants gave similar results. 
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source masses against the restoring torque of 
a fiber support. This was the first laboratow 
measurement of this elusive fundamental 
constant. In the 1930s Hey1 reintroduced the 
"time-of-swing" measurement, in which 
source masses modulate the oscillation fre- 
quency of a torsion pendulum. Both types of 
torsion methods introduce experimental dif- 
ficulties that center on the need to calibrate 
precisely the restoring force. Indeed, the sub- 
tle properties of torsion fibers are still being 
inyestigated (1-3). 

In 1982 Luther and Towler (4) used the 
time-of-swing method to achieve a yalue of G 
that because of its small enor is the dominant 
contributor to the yalue that is accepted to- 
day. More recently; Fitzgerald and Arm- 
strong (5 )  developed a compensated torsion 
balance in which electrostatic forces cancel 
out the gravitational force of the source mass- 
es. and Michaelis and co-authors (6) experi- 
mented with a conlpensated torsion balance 
using a fluid mercury bearing instead of a 
fiber as a support. Walesch: Meyer, Piel, and 
Schu~s (7,8) introduced a dual pendulum 
method in which the gra~itational gradient of 
a source mass is measured through its effect 
on the length of a Fabry-Perot cavity support- 
ed by two pendulums at different distances 
from the mass. Finally, Schuls? Kolting? and 
Kiindig (9) recently published the experimen- 
tal results obtained using a beam-balance 
method [see (10)  for discussion of these and 

nOlOgy, C0 80309-0440, USA. D. S. first experiment specifically designed to in- other experiments]. 
National Geodetic Survey, NOS, NOAA, and CIRES, Uni- 
versity of Colorado, Boulder, CO 80309-0216, USA, vestigate the gravitational attraction between The values for G detelmined from these 
T. M. ~ i ~ b ~ ~ ~ ~ ,  ~ ~ ~ ~ r t ~ ~ ~ t  of ~ ~ ~ ~ h ~ ~ i ~ ~ ,  colorado small masses using a torsion balance to match experiments differ by more than 40 times the 
School of Mines, Golden, CO 80401, USA. the tiny gravitational force produced by local quoted standard errors. This situatio11-dis- 

2230 18 DECEMBER 1998 VOL 282 SCIENCE www.sciencemag.org 



R E S E A R C H  A R T I C L E S  

agreements far in excess of error estimates- 
suggests the presence of unknown systematic 
problems. Other experimental techniques 
with a different set of systematic elsors might 
help resolve these discrepancies. 

Our method invol~es using a laser inter- 
ferometer system to track the motion of a test 
mass that is repeatedly dropped in the pres- 
ence of a locally induced pe~turbing gravity 
field. This field is produced by a source mass 
(a 500 kg tungsten torus) located alternately 
above and below the dropping region (Fig. 1). 
We conducted the experiment in a differential 
mode in which the acceleration of the test 
mass was alternately increased and then de- 
creased by the source mass. This differential 
method serves to eliminate common mode 
errors that affect conventional gravimetry at a 
level about 20 times the precision we require. 

Because our experiment does not re- 
quire a restoring force, many of our error 
sources differ from those found in torsion 
experiments. Thus: our systematic errors 
are largely independent of those in most 
other G measurements. 

Conceptually, this experiment is a ~a r ian t  
of a classical orbit detelmination problem in 
which our free-falling test mass is the orbit- 
ing body (11). In effect; we are performing a 
satellite laser ranging experiment in the lab- 
oratory. But in contrast to classical spacecraft 
backing problems in which one determines 
the quantity GM (G times the mass of the 
primary planet or star: M); we are able to 
extract G because we can measure M in the 
laboratory. This close analogy to convention- 
al spacecraft tracking problems allows us to 
exploit a number of classical orbit determina- 
tion techniques; including nmlerical quadrature 
of the perturbing acceleration fields; nmlelical 

Fig. 1. A schematic cross section 
of the experimental apparatus. 
The source mass was alternately 
placed at the upper and lower po- 
sitions at 20-minute (100 drop) 
intervals in the 1997 data run. In 
the 1998 data run its position was 
switched every 11 minutes (90 
drops). 

integration of the Newtonian differential equa- 
tions for the motion of the orbiting body, and 
Encke's method for dealing with a small per- 
tusbation in the presence of a large signal (12). 

Experimental Method. The Meuslr~e- 
nzel~f Appnrilf~ls. A com~nercially available 
FG-5 Absolute Gravimeter (13) was used to 
repeatedly drop a test mass and measure its 
position as a function of time [see (14-1 7) 
for details of the gravimeter]. The test mass: 
which contains a corner cube retroreflector: 
defines one alm of a Michelson-type inter- 
ferometer, as in Fig. 1. The reference retro- 
reflector is isolated from seismic noise by an 
a c t i ~ e  isolation system. As the test mass falls, 
a time mark is recorded after every 320 y m  
(1000 fringes). A total of 700 time-position 
points are recorded eyer the 20-cm-length of 
each drop. These position and time measure- 
ments are directly linked to fundamental stan- 
dards through the use of an iodine-stabilized 
helium-neon laser and a rubidium frequency 
standard. 

The test mass fell within a cylindrical 
aluminum vacuum chamber customized for 
this G experiment to allow us to place the 
source mass closer to the drop (small diam- 
eter). This geometry increases our gravita- 
tional signal. The chamber is made of alumi- 
num (rather than the stainless steel commonly 
used in vacuum systems) to reduce thermal 
gradients. It forms an unbroken conducting 
shell around the drop region; thereby shield- 
ing it from electrostatic fields. A co-falling 
"elevator" shields the falling test mass from 
residual gas forces. 

To minimize vibrations of the chamber and 
the reference minor, the vacuum system was 
physically isolated from the rest of the gsavime- 
ter tlxougl~ an air-vacuum interface. The result- 
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ing effect of the vibrations on the air-vacuum 
interface; however, did cause slight phase errors 
in the interferometer output. 

The interferometer reference arm was 
supported by an active isolation system called 
a "super spring:" a spring whose characteris- 
tic period of oscillation has been lengthened 
with an electronic selvo loop to have an 
effecti~e period of about 60 s: reducing the 
WIS  acceleration amplitude of the mirror 
from 1000 yGal (18) (ground motion) to 
approximately 5 yGal in the fundamental 
mode. Used at a site (the Table Mountain 
Gra~ i ty  Obser~atory, Colorado, operated by 
NOAA) that is exceptionally quiet seismi- 
cally? the spring reduces the drop-to-drop 
scatter in observed accelerations by nearly 3 
orders of magnitude. This greatly reduces the 
integration time required to ach ie~e  a given 
statistical precisio11. 

Because many of the error sources of 
conventional g r a ~ i m e t ~ y  occur equally 
whether the source mass is above or below 
the chamber: they cancel in a difference mea- 
surement. These common mode el-rors: which 
include the effects of the air-vacuum inter- 
face: electronics~ and magnetic field gradi- 
ents; cul-renrly limit the accuracy of free-fall 
gravity illstruments to 1 part in lo9 of the 
Earth's acceleration (15, 19). Thus; because 
the gravimeter has much greater precision 
than accuracy, the small time-varying signal 
due to the source mass can be measured to 
precision far better than the large offset due 
to the local acceleration (vistually every G 
experiment exploits a differential mode). 

Pert~r~bilzg tile ,fiee~firll ttrujecto?y. The 
source mass is approximately ring shaped, 
and its axis of symmetry is coincident with 
the path of the test mass (Fig. 2). The axial 
gravitational force produced by such a ring- 
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Fig. 2.  A schematic cross section of the source 
mass assembly. Twelve large tungsten alloy 
cylinders are stacked in a symmetric 6 by 2 
configuration. The overall density of the source 
is increased by placing smaller tungsten rods in 
the small inter-cylinder gaps. The source mass 
is made of non-magnetic materials including 
tungsten and aluminum as well as small fix- 
tures of low-susceptibility stainless steel and 
bronze. 
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like shape has two extrema, resulting in two 
optinla1 positio~ls where the integrated pelfur- 
bation signal is also maximized (20, 21). 
Dropping the test mass through these loca- 
tions not oilly maximizes the total signal. it 
also minin~izes sensitivity to errors in the 
vertical positioil of the mass. Additionally. 
there is a minimum ill the axial acceleration 
field as a filnction of radius; this minimulll 
eases radial positioning constraints. A final 
benefit of the ring-design is that, at the opti- 
inal positions. errors in modeliilg of the mass- 
es have minimal effect. 

The source mass was constructed to min- 
imize mass density inhomogeneities. It con- 
sists of 12 tungsten alloy cylinders arranged 
in two levels in a toroidal shape. Cylinders 
call be machined to high precision and they 
are easy both to model and to checlc for mass 
inhomogeneities. The 12 cylinders were test- 
ed for radial density variations with an air- 
bearing system, for linear density variations 
with a pivot:balance system, and for density 
differences (calculated from the mass and 

volume of each cylinder) from one to the 
other. The average density of the tungsten is 
17.724 g cm-' wit11 a standard deviation of 
0.04%. The 12 cylinders were positioned to 
minimize the effects of the measured density 
variations. 

A lifting assembly both supports and 
translates the source mass. using three lead- 
matched screws driven synchronously by a 
stepper motor-shaft-encoder system. The pre- 
cise pitch of the screws allowed us to mea- 
sure the position changes of the source mass. 

;l4ensilriizg the yei.tiri.batioii. After 100 
drop measurements the source mass was 
moved 35 cm to its alternate optimal position. 
This motion resulted in a (tiny) change in the 
weight of the super spring-supported refer- 
ence mirror of the interferometer, because of 
the coi-respoading change in the local accel- 
eration. This change could produce an im- 
pulse to the reference mass that mas synchro- 
nized with the source Illass movements. 
However. as the motion was slower than the 
response of the isolation system. the equilib- 

Fig. 3. A plot of 18 hours of 
data. The dotted line con- 
nects individual acceleration 
values from 54 sets of data 
wi th the large acceleration 
offset due t o  the Earth re- 
moved. Each 20 minute data 
set contains 100 drops. The 
continuous line through the 
center of the data is the en- 
vironmental gravity signal 
(largely tidal) as recorded 
wi th a superconducting rela- 
tive gravimeter. 
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Fig. 4. Vertical acceleration 
of a test mass, due t o  the 
source mass, plotted against 
height from the base of the 
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rium positio~l x a s  gently changed with little 
residual spring excitement. If the floor tilted 
synchro~lously with the motion of the large 
source mass? col-respo~lding changes in the 
verticality of the gravimeter system would 
have colltaminated our data. Because the 
source mass translates vertically, changes in 
floor loading are minimal. 

Figure 3 shows the measured acceleration 
of the test mass through a 15-hour observing 
sessioa. A tidal signal is seen in the data as 
-2 cycle.day effect xvith an amplitude of 
about 100 pGal. The ?40 pGal effect caused 
by moving the source mass at 20-minute (100 
drop) intervals is seen as a superimposed 
square-wave modulation. 

Time-varying gral-ity signals are caused 
by a variety of illechailisms in addition to 
tides. Barometric pressure changes. for exam- 
ple, affect gravity in two ways. An increase in 
the mass of air above a site decreases the 
local acceleration. At the same time. this 
increase compresses the ground around the 
site, decreasing distance to the center of the 
earth, and thereby causes a somewhat com- 
pensating increase in the local acceleration. 

Using a superconductillg relative gravi- 
meter. we measured local gravity concui-rently 
with the G experiment. and subkacted these 
backgrounds to avoid noise associated with real 
gravity signals. 

Analysis. The acceleration. CI. of the test 
mass may be described as: 

ci = -g + yz P(2.G) + O(:.& d t )  (1) 

LT here z is the vertical position of the test mass, 
g is the value of local acceleration due to the 
earth, y is the linear gradient of the local gravity 
field, P(z,G) is the additional acceleration of the 
test mass due to the source mass. and 0 repre- 
sents signals that are not explicitly modeled. 
such as the collunoil mode drag due to residual 
gas in the vacuum chamber. Because the forces 
colltailled within 0 are not systematically cou- 
pled to changes in the positioil of the source 
mass. they have little influence on our mea- 
sured value of G. 

The theoretical determination of the posi- 
tion of the test mass as a filnction of time 
involves two separate calculations. In the first 
computation. we fouild the value of the test 
mass acceleration due to the source mass, 
P(z.G). In the second. we integrated the effect 
of P(z.G) to complete the calculation. 

In the first step P(z.G) n-as calculated by 
integrating the gravitational attraction of each 
differential elemellt of the two masses over 
their vol~iines: 
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n-here the subscripts y and s refer to the test 
and source mass respectively, 1' is the vol- 
ume. p is the density, inp is the mass of the 
test mass. i .  is the position vector of the 
differential mass element. and : is the vei-tical 
component of l .ec{ i - ] .  Two of these six inte- 
grals were performed analytically, as de- 
scribed in (22, 23). The remaining four inte- 
grals were performed numerically. The algo- 
rithm was implemented twice (independent- 
ly) to reduce the lilcelil~ood of softn-are errors. 
Figure 4 displays the \-ertical acceleration of 
the test mass due to the pel-turbing force of 
the source mass. 

The effect of P(z.G) was extracted from 
the data using two different algorithms. The 
first treats the problem as a conventional 
spacecraft traclcing experilllent [see (1  1.23) 
for discussion]. It uses a Bulirscll-Stoer algo- 
rithm (24) to nunlerically integrate both the 
theoretical 1,alues and the partial derivatives 
needed for least-squares fitting of G. Sparse- 
matrix algorithms are used to make the enor- 
mous problem (41.5 10.438 total observations 
and 133.987 adjusted parameters) aumerical- 
ly tractable. The col~elations betn-een G and 
the other adjusted parameters mere small. less 
than 0.1 . 

As the correlations bet~veen G and the 
other adjusted parameters were small, we can 
use a second technique in the analysis of the 
data. We process the data conventionally. 
extracting the value of the local acceleration 
(as in Fig. 3). The amplitude of the 20-minute 
nlodulated signal is linear in the value of G. 
By theoretically calculating the constant of 

Table 1. Error estimates for the free-fall measure- 
ment. Note that the combined error is the com- 
bined results of the 1997 and 1998 data runs. 
These two  experiments were not completely in- 
dependent, so only the statistical uncertainty was 
treated as independent. 

1997 1998 
Source of uncertainty error error 

( P P ~ )  ( P P ~ )  

Positioning Errors 
Vertical positioning 10 
Radial positioning 8 5 
Internal positioning 85 
RSS total: 121 

Modeling Errors 
Granularity of mass models 25 
Interpolation Density 20 
Symmetry Assumption 20 
Modeling 90 

Source mass density variations 
Point mass 60 
Linear 50 
Quadratic 60 
Angular 2 5 
RSS total 141 

Thermal Signals 60 

proportionality, \ve can use the obsemed dif- 
ference to scale G. Analyzing the data in this 
manner is much faster than solving the large 
illatrix (by a factor of about 200). Because the 
two metl~ods agreed at a level much smaller 
than the estimated error. n-e used the faster 
technique in the final analysis. 

Error sources. The differential nature of 
the experiilleut cancels lnany el-rors. These 
include vertical alignment errors in the laser 
beam, frequency errors in the clock. phase 
errors in the system used to record fringe 
crossings of the interferometer, and illagnetic 
eddy current damping errors. Drifts in these 
quantities (provided they are independent of 
the source mass position) will introduce sta- 
tistically randoin variations in our results but 
not systeillatic offsets. Other errors that sys- 
tematically affect our differential measure- 
illent fall in three broad groups: positioning 
errors. nlodeling errors, and numerical errors 
(Table 1). Positioning errors include errors in 
the relative position of the source and test 
mass. as well as positioning enors internal to 
the source mass. hiodeling errors are those 
related to approxiillations made in our soft- 
n-are system and include the precision (gran- 
ularity) wit11 n'hic11 the test and source mass 
\vere illodeled and integrated. Numerical er- 
rors reflect the unlcno\vn distribution of mass 
\vithin the source. including possible point 
inass flan-s and density variations (linear and 
quadratic along the length) in the tungsten 
cylinders. Secondary experinle~lts were done 
to place limits on thermal signals and the 
airgap effect. A more conlplete discussion of 
the error sources is in (22). 

We have explored a nunlber of subtle 
systematics. One of these involves the mag- 
netic field generated by the drive motor used 
to lift and drop the test mass. This motor. 
located below the drop region, generates a 
chirped magnetic signal during each drop. 
The conductive properties of the source mass 
cause it to shield the test mass from this 
alte~nating nlagnetic field-but only when it 

is in its loner position. This could cause a 
differential systematic error. By empirically 
measuring the force of an oscillating dipole 
field acting on the test mass we found that 
this error, as well as that of simple eddy 
current danlping of the test mass motion, are 
negligible. 

Other systeillatic errors arise from differ- 
ential damping or shielding of the vibrations 
that accompany each drop. The sound im- 
pulse accoillpanying the start of the drop 
excites a resonance in the control feedback 
circuitr5- of the interferometer laser. The im- 
pulse of the sound wave incident on the laser 
is coupled to the position of the source 
mass-the laser is somewhat more shielded 
from the sound \vhen the source mass is in 
only one of its positions. We n-ere able to 
extract this signal from the residuals to the fit 
of each drop and found that the amplitude of 
the frequency oscillation of the laser is mod- 
ified by 50% from one position of the source 
mass to the other. This signal is very wealcly 
correlated wit11 the acceleration term of the 
parabolic fit, and introduces less than 5% of 
our error estialate. 

These vibrations also affect the inter- 
ferolneter signal by causing the length of the 
air-1-acuum interface between the dropping 
chamber and the interferolneter to change. 
This produces phase errors in the fringe sig- 
nal. The lnotion is differentially damped 
through eddy cui~ent  damping. Ion pump 
magnets and the drive motor (~vhich has a 
permanent nlagnetic field) are both located 
near the lower position of the source mass. 
\Vhen these lnagnets vibrate close to the 
source, they induce the damping currents 
n-ithin it. A bound of 75 ppm was placed on 
this signal by directly i~leasuring the interface 
motion and nlodelillg its effect. 

Results. Two data runs Lvere perfolmed, 
the first in >lay of 1997 and the second, wit11 
a slightly different system, in >lay of 1998. 
The 1997 data were processed daily. giving 
values of G of 6.66 x lo-" to 6.71 X lo-" 

Fig. 5. A plot o f  G results. A t  
the right side of the figure, 
recent results: 1 (4); 2 (5); 3 
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the 1997 experiment. The 
1997 result is marked wi th  
an asterisk. 
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m3 kgp1 secp2 (left side of Fig. 5). One day's 
obsenrations consisted of approximately 7200 
drop measurements. Outliers and data contarn- 
inated by teleseisrnic noise, about 5% of the 
data, were removed before analysis. 

The external scatter of the 1997 results are 
1.4 times larger than the internal scatter (eval- 
uated from set-to-set differences). A coherent 
underlying signal was visible: but we believe 
that it was random because the scatter was 
normally distributed with a flat power spec- 
tiurn. We suspected that some of the under- 
lying signal might be due to changes in the 
laser verticality triggered by the air condi- 
tioning in the laboratory. It is possible that the 
air conditioning occasionally switched on and 
off at period of about 40 minutes: correspond- 
ing to our inass modulation rate. We include 
an enor estimate of 440 pprn to reflect the 
possible bias introduced by the underlying 
signal. This estimate is based on testing the 
sensitivity of the mean value to individual 
days of data. 

Concerns about thermal coupling moti- 

means a statistical ensemble. but nevertheless 
we use a statistical argument to make our 
estimate. We associated a scatter, o,,. with an 
ullknown random low frequency source. We 
can then calculate the magnitude of a,, such 
that the 970 ppm d~fference between our two 
data i-uns would be only 37% likely (14). This 
analysis results in an estimate of 1900 ppm 
for a,,, and a corresponding estimate of 1350 
ppm for the error in the mean arising from a 
random low frequency signal in our data. 

For the final result of the free fall exper- 
iment we combined the 1997 and 1998 data 
runs. The two experiments were not fully 
independent; the source mass was sightly dif- 
ferent and the same tungsten masses were 
arranged in roughly the same orientations. 
Therefore the correct cornbilled error of the 
two data runs is slightly larger than the un- 
certainty in the rnean of the combination. 
Adopting the uncertainty estimate for the 
possible low-frequency random errors in- 
creases the uncertainty in the mean to a 
level where these distiilctions are unimpor- 

sensitivity to ground vibrations could be 
expected to be greatly reduced. If one had. 
and therefore could use, two sets of source 
masses, one for each dropped object. the 
signal amplitude could be doubled. In this 
mode of operation. we would measure the 
variation in the difference of the accelera- 
tion of the mlrrors, a double difference 
measurement that would cancel additional 
errors [as in ( 9 ) ] .  

References and Notes 
1. K. Kuroda, Phys. Rev. Lett. 75, 2796 (1995). 
2. M. K. Bantel and R. D. Newman, Proc. CPEM 7998 

(1998). 
3. R. D. Newman and M. K. Bantel, Proc. 8 t h  M. Gross- 

man Meeting on General Relativity (1997). 
4. G. C. Lutherand W. R. Towler, Phys. Rev. Lett. 48, 121 

(1982). 
5. M. P. Fitzgerald and T. R. Armstrong, IEEE Trans. 

Instrum. Meas. 44, 494 (1995). 
6. W.  Michaelis, H. Haars, R. Augustin, Metrologia 32, 

267 (1996196). 
7. H. Walesch, H. Meyer, H. Piel, j. Schurr, IEEE Trans. 

Instrum. Meas. 44, 491 (1995). 
8. A. Schumacher e t  al., Proc. CPEM 7998 (1998). 
9, j. Schurr, F. Nolt ing, W. Kiindig, Phys. Rev. Lett. 80, 

1142 (1998). - - 

vated the 1998 experiment, which was tant. The weighted rnean result of the two 10. C. T. Cilliesj Rep. Prog, P h ~ s .  60, 151 (1997). 

aimed at reducing random scatter and im- free fall data runs has an uncertainty of 404 ii E: ~ r ~ ~ ~ a O n ~  ~ ~ t ~ ~ ~ ~ ~ ~ ' ~ ~ : h ~ ~ 9 , 1 e s t i a 1  
proving the precision of our results. To this ppm. This includes only the error estimates Mechanics (Academic Press, New York, 1961). 
end we increased the thermal shielding of of Table 1. Including the 1350 ppm esti- 13. F c - 5  Absolute Gravimeter is a trade name used 

the system_ and used a new fiber optic mate for random low-frequency scatter 
~ ~ ~ ~ ~ ~ t ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ u ~ ~ ~ r ~ ~ ~ ~ ~ ~ ~  

interferometer system that has improved (RSS) completes the error estimate for our insti tut ions. 
the stability of laser verticality. We in- 
creased our frequency of modulation of the 
source mass. from 3 ,2  per hour to nearly 3 
per hour, and doubled the frequency at 
which the test mass was dropped. We also 
used a super spring that we thought had 
better performance than the sprlng of the 
1997 run. 

As can be seen at the right side of Fig. 5, 
in spite of everything that was done to nn- 
prove on the conditions of the 1997 experi- 
ment, our scatter in the 1998 experiment in- 
creased by 50% because of a corresponding 
increase in the set-to-set scatter of the 2- - 
values. The ratio of external to internal scatter 
increased to 1.9, although the distribution 
remailled Gaussian: and the power spectmrn 
remained flat. Fitting the data with a straight 
line showed that there was no significant drift 
in the value. Once again an underlying coher- 
ent signal was visible in the difference values. 
The signal modulated the G value on a time 
scale of a day, but was not correlated with the 
diurnal themnlal signal. In the same manner as 
in the previous experiment, we assigned a 
bias error estimate with the underlying signal 
(700 ppm). 

The only information indicating that there 
is no low frequency or DC bias in our results 
is the agreement between our two (different) 
data runs. We can use this agreement to 
estimate the uncertainty arising from a possi- 
ble low-frequency random signal. 

Our set of data (two points) is by no 

experiment G = (6.6873 f 0.0094) X 
lo-" m3 kg-' secC2. The uncertainty cor- 
responds to 1400 ppm: 0.14%. This result is 
shown with all the daily results and some 
other recent results in Fig. 5. This value for 
the constant lies 1.6 standard errors above 
the accepted value, 6.6726 X l o p 1 '  m3 
kgp '  secp2 (16) and 3.0 standard errors 
below the result of Michaelis et al. of 
6.7154 X l o p "  m3 kgp '  secp2 (6, 17). 

If the random signal could be removed 
from our data and questions of possible low- 
frequency biases laid to rest: then a result at 
the level of 300 pprn could be achieved with 
the present system. Clearly our data would be 
close to this level if they were not contami- 
nated. We believe that the source of the un- 
derlying drifts in our data could be found if a 
dedicated gravimeter were available for the 
purpose of researching the system. 

If the underlying drifts could be elimi- 
nated: the free fall experiment would push 
the FG-5 close to its practical limits of 
precision. However, there still exist several 
methods of further refining the free-fall 
method. One idea involves modifying the 
system to replace the super spring reference 
mirror with a free-falling mirror. Such a 
system would form a "gradiometer" be- 
cause it would be sensitive to the difference 
in the gravitational accelerations between 
the two nlirrors rather than the absolute 
acceleration of either one. A gradiometer 
system is potentially promising because 

14. T. M. Niebauer, thesis, University of Colorado at 
Boulder (1987). 

15. T. Niebauer, C. Sasagawa, J. Faller, R. Hil t ,  F. Klopping, 
Metrologia 32, 159 (1995). 

16. M. A. Zumberge, thesis (University of Colorado at 
Boulder, 1981). 

17. Micro-g Solutions FG-5 Owner's Manual (1995). 
18. 1 Gal equals one cm s r2 .  Thus local acceleration is 

approximately 980 Gal. 
19. j. Faller, in  j. Segawa, H. Fujimoto, S. Okubo, Eds. 

Gravity, Geoid and  Marine Geodesy, vol. 11 7 (Tokyo, 
1996). 

20. G. Barta, A. Hajosy, P. Varga, in  Proc. Tenth Int. Symp. 
on Earth's Tides (1985). 

21. W .  Koldewyn, thesis, Wesleyan University (1976). 
22. j. P. Schwarz, thesis, University of Colorado at Boul- 

der (1998). 
23. D. Robertson e t  al., paper presented a t  the 1997 AGU 

Chapman Conference on Microgal Cravimetry, St. 
Augustine, FL, 5 March 1997 (1997). 

24. W. Press, S. Teukolsky, W. Vetterling, B. Flannery, 
Numerical Recipes in  C (Cambridge University Press, 
2nd edition, 1992). 

25. We thank H. Green, 8. Horner, and J. Andru for 
assistance w i th  the source mass assembly; T, van 
Dam, C. Sasagawa, and j. D. Wil l iams for gravimeter 
support; and F. Klopping, j. Valentine, K. Buxton, j .  
Gschwind, and 0. Francis for information, hardware, 
and support. W e  thank The National Gravity Survey1 
National Oceanic Atmospheric Administration for 
the use of their facilities (the Table Mountain Gravity 
Observatory). We  also thank P. Bender for  help on 
the interpretation o f  random noise sources. This re- 
search was developed w i th  support f rom the Nation- 
al Science Foundation Grant #PHY-9617498. Sup- 
por t  was also provided by the Cooperative Research 
Program of JlLA, a jo in t  insti tute of the National 
Insti tute of Standards and Technology (NIST) and 
the University of Colorado, under grant #NB 4RAH 
40H067. NIST provided additional support through 
its programmatic support of precision measurements 
and the determination o f  fundamental constants. 

5 October 1998: accepted 30 November 1998 

18 DECEMBER 1998 VOL 282 SCIENCE www.sciencemag.org 




