
weak forces. For example. van der \I-aals- 
Casimir forces might be lneasured by inter- 
ferometrically obserx ing changes in the tun- 
neling characteristics as the microtraps are 
brought near a surface. Holve\rer, possible 
systanatic shifts arising from mean-field in- 
teractions \? ould need to be characterized. 

Study of transport in a regime n it11 strong 
nonlinearities induced by the mean-fkld in- 
teractions is an interesting problenl in its olvn 
right. x? it11 ties to the problem of phase-lock- 
ing in Josephson amays ( 2 7 )  and the Bose- 
Hubbard nlodel ( 2 8 ) .  These nonlinearities 
might be exploited to generate and studq- 
sq~~wzec l  states of the atoll1 fteld. \Ve expect 
that relatively straightfora-ard nlodifications 
of our experi~nental parameters should enable 
quantitatile studies in this regime. 

The tunnel assay outlx~t can also be vien-ed 
as an atoll1 laser (29)  lvhose coherence length 
(>SO0 1pn) greatly exceeds the dimensions of 
the resonator. The time-domain pulses are di- 
rectly analogous to the output of a mode-locked 
laser source (30). in which interference occurs 
benveen many proper13 phased continuous- 
\\a\ e outl~ut beams. The nearly constant time 
i n t e ~ ~ a l  behi-cen successi\-e pulses direct13 im- 
plies that the relative phase associated n.it11 
each pulse en\-elope is ne11 defined. 
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Viscoe%astic Flow in the bower 
Crust after the 1992 Landers. 

California, Earthquake 
Jishu Deng,* Michael Gurnis, Hiroo Kanamori, Egill Hauksson 

Space geodesy showed that broad-scale postseismic deformation occurred after 
the 1992 Landers earthquake. Three-dimensional modeling shows that afterslip 
can only explain one horizontal component of the postseismic deformation, 
whereas viscoelastic flow can explain the horizontal and near-vertical displace- 
ments. The viscosity of a weak, about 10-km-thick layer, in the lower crust 
beneath the rupture zone that controls the rebound is about 10" pascal 
seconds. The viscoelastic behavior of the lower crust may help to explain the 
extensional structures observed in the Basin and Range province and it may be 
used for the analysis of earthquake hazard. 

The Landers 11,, 7.3 earthquake is donlinated 
by right-lateral strilte-slip shear along four 
major multibranched fault segnlents (1) (Fig. 
1A). Pre\ious observations shon.ed that post- 
seisnlic defo~lllation occurred in the local 
pull-apart basins or compressi\-e jogs \vhere 
tn-o or nlore branches intersect on the surfilce 
( 2 ) .  The local defornlation n ithin these fault 
stl-tlctures can be explained bq- a time-depen- 
dent change in fluid pose pressure (2 .  31. 

In addition to the fault-localized postseis- 
nlic effects. broad-scale (for example about 
one to several fault lengths) postseisnlic de- 
forn~at io~l  follon ing the Landers earthquake 
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has been observed by the global positioning 
system (GPS) and interferometric synthetic 
aperture radar (InSAR) measurements (4-8). 
The northew part of the ea~thquake luphlse 
along the Enlerson fault. moved in the hori- 
zontal direction perpendicular to the fault 
trace (fault-no~mal direction) for tens of mil- 
linleters (4 )  to the soutl~west. The GPS mea- 
surements (4) and InSAR images (5) also 
constrain postseisnlic rebound in the horizon- 
tal fault-parallel and near-vertical satellite 
line-of-sight (LOS) directions. \Vhethes this 
broad-scale time-dependent rebound is driven 
by continuous afterslip below seisnlogenic 
depth 011 the fault plane (4. 8. 9) or b3 
\.iscoeIastic flow in the lower clust in re- 
sponse to the coseisnlic stress concentration 
(10-13) is not ~ve11 understood. Savage (14) 
demonstrated the difficulty of distinguishing 
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between these two physical processes related 
to a long strike-slip fault from fault-parallel 
displacements taken at the surface. Compared 
to the viscoelastic relaxation model, the af- 
terslip model is computationally easy to im- 
plement and is widely used to explain crustal 
deformation after major earthquakes (4, 8, 9, 
15). Because the coseismic rupture of the 
Landers earthquake involves three-dimen- 
sional effects such as fault curvature and 
nonuniform displacements, the postseismic 
patterns generated from the two models 
should be different and distinguishable. We 
developed three-dimensional viscoelastic 
models to explain the GPS observations (4) 
and InSAR measurements (5) after the 1992 
Landers earthquake and to assess the post- 
seismic processes and the physical properties 
of the crust. 

About 2 weeks after the 28 June 1992 
Landers earthquake, GPS receivers were de- 
ployed along a profile nearly perpendicular to 
the Emerson fault segment, where the largest 
coseismic rupture occurred (4) (Fig. 1A). Re- 
peated observations in the following 3.4 
years detected about 100 mm of right-lateral 
displacement and 50 mm of fault-normal mo- 
tion across the 60-km-long profile. The GPS 

results also showed some systematic vertical 
movements with large uncertainties (4). The 
better constrained postseismic near-vertical 
displacements in the direction of LOS were 
observed by InSAR images obtained from the 
ERS-1 satellite (5). On the interferogram 
bracketing 2.75 years after the earthquake 
(Fig. lA), a small area of 20 X 20 km to the 
west of the Emerson fault showed about 28 
mm of subsidence, and a large area to the east 
of the whole rupture zone and to the west of 
the Johnson Valley fault showed 0 to 28 mm 
of uplift. 

The Landers earthquake is generally be- 
lieved to have ruptured mostly by strike-slip 
motion (for example, 16, 17). If the rupture 
was only accomplished by strike-slip motion, 
then although the afterslip and viscoelastic 
flow models can reproduce the horizontal 
fault-parallel component of the postseismic 
displacements (14), neither of the models can 
explain the observed horizontal fault-normal 
and near-vertical components. To model all 
components of the observations, some coseis- 
mic dip slip is necessary. There is evidence 
for a dip-slip component of motion on the 
Emerson fault segment (18). 

Postseismic patterns related to a steep dip- 

Fig. 1. (A) Rupture zone (7) and satellite-measured postseismic deformation (5) associated with the 
M,., 7.3 Landers earthquake of 1992. Focal mechanisms of the two subevents are from (28). Contour 
lines in millimeters represent distance changes of the ERS-1 satellite with respect t o  the ground 
surface, inferred from the combined InSAR interferogram bracketing a 2.75-year interval after the 
event. The radar antenna points to  the Landers area at an azimuth of N77"W, with an average 
incidence angle of 23". Areas that moved away from the satellite (subsidence) are shaded. Black 
dots indicate GPS stations (4). Fault segments: CR, Camp Rock fault; E, Emerson fault; HV, 
Homestead Valley fault; JV, Johnson Valley fault. (B) Postseismic displacement at part of the node 
points on the free surface computed using the viscoelastic model for the 3.4 years (the period 
bracketing the GPS measurements) after the Landers earthquake. (C) Range change away from the 
ERS-1 satellite for the 2.75 years after the earthquake predicted by the viscoelastic flow model. 

slip fault or a strike-slip fault with a substan- 
tial dip-slip displacement can be used to dis- 
tinguish between two rebound mechanisms, 
afterslip or viscoelastic flow (Fig. 2). The 
afterslip model, which assumes that the lower 
crustal part of the fault creeps aseismically 
with time at a decreasing rate of motion after 
a major earthquake (IS), generates negligible 
fault-normal displacement proximal to the 
fault trace on the free surface. The viscoelas- 
tic relaxation model, which assumes that the 
postseismic deformation is driven by vis- 
coelastic flow in a weak layer below the 
seismogenic zone in response to the coseis- 
mic stress concentration (12), produces a 
large horizontal fault-normal displacement 

Coseismic deformation 

. . . . . . . .  ; . Uppermost mantle 
. . . . . . . . .  . . . . . . . . . . . .  

Postseismic relaxation (afterslip model) 
. . - - . - - - - . . . . . . . - . . . . .  

. . . . . . . . . . . . .  I % \ , 1 s  . . . .  Elastic 

. . . . . . . . . . . . . . . . . . . . . . . . .  
. . . . . . . . . . . . . . . . . . . . .  

Postseismic relaxation (flow model) 
. . . . .  - - . . . . . . . .  . . _ - . . I .  

I 
Viscoelastic 

I 

Fig. 2. Distribution of coseismic displacement 
related to  a 2D vertical dip-slip dislocation and 
postseismic rebound by afterslip and 
viscoelastic relaxation models. Heaw vertical 
lines and open circles indicate exten& of edge 
dislocations. Large shaded arrows show dislo- 
cations across the fault planes. The horizontal 
component of the postseismic displacement on 
the surface is amplified by a factor of 1.5 and 
plotted'on top of the cross sections. The defor- 
mation field of the afterslip model is generated 
by dislocation on the lower crust continuation 
of the fault. The viscoelastic rebound field is 
driven by viscoelastic flow in a weak lower 
crust for about two Maxwell times (the ratio 
between viscosity and shear modulus) since the 
earthquake, in response to  the sudden coseis- 
rnic stress concentration. The viscosity of the 
uppermost mantle is 100 times larger than that 
of the lower crust. The vertical offsets across 
the edge dislocation patches are not shown. 
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field on top of the fault trace, in the opposite 
direction of the coseismic displacement field. 
Both models produce some vertical displace- 
ments. Finite fault length and detailed slip 
distribution might make the postseismic sig- 
nals more complicated than sho~vn in Fig. 2. 

We tried to match the GPS measurements 
of surface defo~mation along the profile in the 
3.4 years follorving the earthquake with esti- 
mated deformation from three-dimensional 
(3D) afterslip and viscoelastic flow models. We 
applied hvo corrections to the l~orizontal com- 
ponents of the GPS measurements (4) Flrst, n e  
changed the refelence point from Sandh 
(34 2550°N. 116 2789%) to a le~note statlon, 
Gold (35 4252"N, 116 8892"\V). and lemoved 
the pre-Landers level of lnterselsmic defornla- 
tion associated with the San Andreas fault sys- 
tem, using the crustal veloclty field released by 
the Soutl-~ern Callfo~nia Earthquake Center 
(SCEC) (19). Second, Lve corrected the change 

- 60 , , , , , , , I , I ~ ~ " ,  m m  ' 8 '  I ~ "  --. Afterslip model NE positive 
40  1 - Flow model - 

160 Up positive 

Distance from fault (km) 

Fig. 3. Observed [shaded dots w i th  2-sigma 
error bars ( 4 ) ]  and calculated (dashed and solid 
lines) fault-normal (A), fault-parallel (B), and 
vertical (C) postseismic displacements along 
the CPS profile (distance t o  the  northeast f rom 
fault is positive) in  Fig. 1 for the 3.4 years after 
the Landers earthquake. Displacements are 
w i t h  respect t o  a fixed base line. The afterslip 
displacements were calculated for an elastic 
half space (29); the shear modulus and Pois- 
son's rat io are 3 0  CPa and 0.25, respectively. 
Note that  the afterslip and viscoelastic f low 
models can f i t  the fault-parallel component of 
the CPS measurements equally well, bu t  only 
the viscoelastic f low model is consistent w i th  
the  fault-normal component. 

in velocity at Gold before and after the earth- 
quake using the continuous GPS measurements 
(7). The resulti~lg horizontal displacements 
(Fig. 3) represent absolute postseismic defor- 
mation with respect to a fixed base line. The 
vertical component is calculated from the rela- 
tive uplift rate (4). The GPS and InSAR mea- 
surements are combined to conshaill the abso- 
lute vertical displacement of the third station 
from the northeast along the profile. All other 
stations are calibrated according to the con- 
strained station so Fig. 3C shows absolute ver- 
tical displacements. 

Viscoelastic flow calculations were per- 
fornled using the finite element method. Our 
model consists of elastic and Maxwell vis- 
coelastic materials, in which there can be 
vertical and lateral variations in material 
properties, with a free-surface on top and a 
heterogeneous fault surface embedded ~n a 
3D casteslan space. An ~rregular 40 x 29 x 30 
finlte element grid covering 600. 600, and 
300 km in northeast. northwest, and vertical 
directions was used to compute the time- 
dependent displacements (Figs. 1 and 3). The 
fault geometry was constrailled by surface 
rupture measurelnents (1) and the distribution 
of aftershocks (20; 21). The Emerson and 
Camp Rock' segments of the fault dip 80" to 
the northeast Strike-slip components of co- 
seismic displacements are infel~ed from (22). 
Based on the evidence discussed earlier (18). 
we assumed 0.7 m of coseismic dip slip along 
the Emerson and Camp Rock segments. with 
an uncertainty range between 0.3 and 1.8 m. 
No dip-slip component is assumed for the 
Johnson Valley fault The boundary between 
the upper and lower crust, which is at 15 km 

Thickness of weak layer (km) 

Fig. 4. Averaged absolute residuals of horizon- 
t a l  components o f  CPS measurements as a 
function of viscosity and thickness o f  the weak 
layer in the lower crust. Contour lines in  mil l i -  
meters are w i th  respect t o  the min imum resid- 
ual, 7 mm. Open circles indicate where actual 
calculations were performed. Star shows the 
set o f  parameters used t o  produce the f low 
results in Figs. 1 and 3. 

depth, is determined from the maximum 
depth of seismicity. The Moho depth is 28 
krn (23). All fault dislocations are confined to 
the upper crust. A 10-km weak layer of low 
viscosity in the middle of the lower crust is 
assumed to be responsible for the postseismic 
deformation. The rheology of the materials in 
the weak layer and below is assumed to be 
linear Maxwelliaa. The shear modulus is 30 
GPa and Poisson's ratio is 0.25 for the crust 
and mantle. Viscosities of the weak layer and 
upper mantle are 10" and loZ0 Pass, respec- 
tively. The computer code FEVER (24) is 
used to calculate all \,iscoelastic relaxations 
in this study. The average amount of coseis- 
mic slip for each fault segment is assumed to 
take place in the lower c111st in the afterslip 
model. 

The afterslip model and viscoelastic flow 
model can fit the fault-parallel component of 
the GPS lneasurements equally well (Fig. 3B). 
The afterslip model, however, cannot explain 
the fault-normal displacement (Fig. 3A). The 
averaged absolute residual of the afterslip mod- 
el (24 r m )  is 3 times larger than the estimated 
observational error (-8 nun). Other slip distri- 
butions might change the appearance of the 
curve slightly; but the fault-nonnal component 
on top of the fault trace cannot be modeled with 
any deep afterslip model. because the fault- 
nonnal displacement on top of the fault trace is 
not sensitive to displacement at depth in the 
lower crust. The viscoelastic relaxation model, 
on the other hand. explains the fault-parallel 
and fault-normal components, with an averaged 
absolute residual of 7 mm, which is consistent 
with the observed residual (Fig. 3A and B). 

The vertical component of the GPS mea- 
surement is noisy (Fig. 3C) and cannot be used 
to distinguish between the two postseismic de- 
fonnation models. Recent InSAR images. how- 
ever, can test how these models work in the 
direction of the satellite, which is only 23" from 
vertical. From the work of Massonnet ef ul. (4, 
we show an interferogra~n bracketing 2.75 
years after the earthquake (Fig. 1A). The gen- 
eral patterns of the subsidence to the west of the 
Emerson fault and uplift to the east of the whole 
fault trace detected by the inteferogram are 
consistent with the deformations derived ftom 
the viscoclastic model (Fig. 1C). The afterslip 
model predicts that both sides of the Emerson 
fault ~vould be uplifted after the earthquake, 
which is inconsistent with the obsened pattern. 

Our calculations indicate that the vis- 
coclastic flow model is consistent with the 
observed postseismic rebound follo~ving the 
Landcrs earthquake. The tradeoff between 
viscosity and the thick~less of the weak layer 
constrained from the horizontal components 
of the GPS measurements is nearly linear 
(Fig. 4). The viscosity increases with the 
thickness of the weak layer in the lower cmst. 
If the thickness is on the order of 10 km, the 
viscosity is around 10" Paas. The InSAR 
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images, ho\1 evsr. favor lllodels v, it11 higher vis- 
cosities and thicker 17-ealc zones. The predicted 
deforlllatioll pattern (Fig. 1C) can match thc 
obscr\.ations (Fig. 1.A) bcttcr if a n-cak zone of 
13 lull and a 1-iscosity of 1.6 x 10IS Pa.s arc 
used. Moreover. \vc tiad that the match be- 
m-ccn t11? IaS.AR images and ~llodcl calcula- 
tions call be improved if a nonuniforill n-eak 
layer. (-74). is used. Thc \teal< laycr thickness at 
dcpth is detclnlillcd from the geographical T-ari- 
ations of thc hloho depth (23) .  Th? calculated 
alllplitude of uplift to th? n-cst of the Jol~ason 
\'alley fault is closer to R-hat is s11o\v11 on thc 
iatcferogam (25) .  

.A viscosity 011 the order of 1O1"rs in the 
lo\\ er crust is consiste~lt \\ it11 a maximurn 
viscosity of the lolver crust of I O ' 9 ~ a s  that is 
illfel~cd from the uplift and tilting of Quater- 
nary lake sediments on thc Halloran Hills in 
the eastclm \loja\-? d?s?rt ( 2 6 ) .  Tlle \veal<ness 
of the lo\ver crust could be related to the 
thermal structure of the Basin and Range 
pro\ ince. so it can help und?rstaad the phys- 
ical mechaaism responsible for the ext~.asioa 
of the general arca. 

Our stud) 011 postseislllic rcboulld doss 
not rssolve the alcchaaism respollsible for 
i~lterseisnlic deformatio~~ associated n-it11 ma- 
jor strike-slip faults (_"). The posts?ismic 
d?formation involves a sudden coseismic 
stress collce~ltratioll clos? to the rupture zo~le.  
lvhile the interseismic deforlllatio~l on14 ill- 
\-o1r.e~ gradual strain con cent ratio^^. So it is 
possible that a m?cl~anism other than \-is- 
coelastic flax\-. such as stable sliding. is also 
related to t lx  i a t~ . r s~ . i sn~ ic  process (-77). 

Bccaus? \ iscosity go\-erl~s the e1 olution 
of the stress field and thus the loading and 
uaioading processes of lnajor carthqual<c- 
generating faults. our estilllate of the 1-iscos- 
ity b?neatl~ t lx  Landers carthqualc? region 
mill help to assess carthqualte hazards in 
southern California and fi~rther characterize 
the bcha\ior of earhqualtc-related processes. 
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In Search sf the First Flower: 
A Jurassic Angiosperm, 

Archaefrucf us, from Northeast 
China 

Ge Sun,* David 8. Bileher,* Shaoling Zhsng, Zhekasn Zksu 

Angiosperm fruit ing axes were discovered f rom the Upper Jurassic o f  China. 
Angiosperms are defined by  carpels enclosing ovules, a character demonstrated 
in  this fossil. This feature is lacking in  other fossils reported t o  be earliest 
angiosperms. The fruits are small follicles formed f rom conduplicate carpels 
helically arranged. Adaxial elongate stigmatic crests are conspicuous on each 
carpel. The basal one-third o f  the axes bore deciduous organs o f  uncertain 
affinities. N o  scars o f  subtending floral organs are present t o  define the indi- 
vidual fert i le parts as f loral units, bu t  the leaf-Like structures subtending each 
axis define t hem as flowers. These fruit ing axes have primitive characters and 
characters no t  considered primitive. 

It has bsen thought that aagiosp?lllls first 
appeared about I30 lllillion !.ears ago in the 
Lo\ver Cre tacco~s  ( 1 .  2 ) .  Thcre are sc\,eral 
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recent reports of Triassic. Jurassic. and Ion,- 
ernlost Cretaceous-aged fossils id?~ltifi?d as 
aagiospenns (3-7). but e lone of these reports 
call bc acccptcd as conclusive evidcncc for 
the presence of a~~giospcrms. L,l.la~~y reports of 
sarly angiosp?ll~ls are based 011 pollen, 
lea\ es, and ~vood  \\-it11 v?ss?ls, llolle of which 
are definitive characters of angiosperms. 
Soruc are based on flonws and fruits that are 
too poorly prcser\-cd to demollstratc o\-ulcs or 
seeds enclosed in the carpels. T11e ullique 
cllaractcr of a~lgiospenns is that th? oxvles 
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