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It is shown that lagged correlations for and cross-correlations between observed 
hemispheric-mean temperature data differ markedly from those for unforced 
(control-run) climate model simulations. The differences can be explained 
adequately by assuming that the observed data contain a significant externally 
forced component involving both natural (solar) and anthropogenic influences 
and that the global climate sensitivity is in the commonly accepted range. Solar 
forcing alone cannot reconcile the differences in autocorrelation structure 
between observations and model control-run data. 

Most attempts to identify a human influence on 
climate have searched for an anthropogenic sig- 
nal either in temperature time selies data (1) or 
in spatial patterns of temperature change (2, 3). 
Relatively few analyses have considered the 
lag-coirelation (4) structure of temperature 
data, and such studies have done so only in the 
context of autoregressi\,e-moving average 
(ARMA) or regression modeling (5 ) .  Here we 
consider the lag-correlation stnlcture of hemi- 
spheric-mew temperatures directly. We show 
that the observed shuchlre can only be ex- 
plained by ass~uning the existence of a strong 
externally-forced component of temperature 
change. We also demonstrate that this external 
forcing is most likely to be composed of both 
natural (solar) and antl~opogenic (greenhouse 
gas and aerosol) coinponents. 

\Ire consider the col~elations between 
Northern Hemisphere (NH) and Southern 
Hemisphere (SH) mean temperatures in year 
i (lV, and S,) and temperatures in the same or 
opposite hemisphere lagged by up to 20 
years: that is; r(;\:, IV ,.,, ), r(S,, S ,.,,) and r(lZ;, 
S,+,,) for 71 = -20 to i 2 0  (4). The tempera- 
ture data we use are observed data (6); model 
control-run (7) and perturbed-run ( 8 )  data 
from two coupled ocean~atmosphere general 
circulation models (0/4GCMs), and results 
from a simple upwelling-diffusion energy- 
balance model (9 ) .  Assuming that the 
O..'AGCM control-i-un data provide a reason- 
able representation of the unforced behavior 
of the real climate system. then a marked 
difference between the observations and the 
control-lun results would provide evidence of 
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external forcing effects in the observed tem- 
perature record. 

Om analysis does, indeed, show striking 
differences between observed and control-run 
autocol~elations (Fig. 1). At all lags. the ob- 
served data show much stronger coi~elations 
than the two OIA4GCIvI control runs. Both the 
observed data,and the Geophysical Fluid Dy- 
namics Laboratory (GFDL) control-run data (7) 
show larger lagged correlations in the SH than 
in the NH, as one might expect as a result of the 
larger ocean area and thelmal inertia in the SH. 
The U.K. Hadley Centre (HadCM2) control 
simulation, however; shows larger autocorrela- 
tions in the NH than the SH: NH autocorrela- 
tions are similar to those in the GFDL run. but 
SH autocolrelations were much lower, pointing 
to large differences betcveen the models in their 
SH behavior. 

The observed and control-lun differences 
in Fig. 1 cannot be a result of inadequate 
representation of the El NifioiSouthern Oscil- 
lation (ENSO) influence in the models: as 
Fig. 1 shows; removing the ENS0 influence 
from the observations (10) had only a mar- 
ginal effect and did not bring the observed 
correlations into closer accord uith the con- 
trol-i-un results. We must therefore seek other 
explanations for these differences. 

The control-i-un sin~ulations considered 
only internally generated variability of the 
climate system. The differences in Fig. 1, 
therefore; can only be explained by gross 
errors in the observations. lack of realism of 
the model control runs, or the existence of 
exterrlal forcing effects in the observations. 
Many studies attest to the quality of the ob- 
senred data (11). 4 s  for the models, there is 
no evidence to suggest that they underesti- 
mate the magnitude of internal variability on 
time scales of 20 to 100 years by the large 
amounts required to explain the Fig. 1 differ- 
ences. The general agreement between the 
two independent models also suggests that 

model eiTors are an unlikely explanation. 
If extenlal forcing (anthropogenic or nat- 

ural or both) is the explanation for observed 
versus control-run differences, then removing 
extenlal forcing effects from the observations 
should bring them into closer accord with the 
control-run results. The simplest possible 
model for an extelnally forced conlponent is 
a linear trend in the observational data. After 
removal of best-fit linear trends in the indi- 
vidual NH and SH series, the residuals sho\v 
autocomelations that are similar to the un- 
forced control-run data, except for anoma- 
lously high correlations between the two 
hemispheres when the SH leads the NH by 0 
to 10 years (Fig. 1). These results suggest that 
the differences between the observations and 
results from the control-runs can be recon- 
ciled by the existence of some for111 of exter- 
nal forcing uith a temperature response sim- 
ilar to a long-term linear trend. 

A less ad hoc procedure for removing 
external forcing influences is to inodel their 
temperature effects deterministically with a 
simple climate inodel. We did this using the 
upwelling-diffusion (U-D) inodel of Wigley 
and Raper (9) as used by the Intergovernmen- 
tal Panel on Climate Change (IPCC) (12). We 
considered the effects of both nah~ral and 
anthropogenic forcing. The primary natural 
factors are volcanic activity and solar vari- 
ability. Because demonstrated volcanic influ- 
ences are both infrequent and short-term they 
may be rejected a priori as a possible expla- 
nation for the autocorrelation differences be- 
hveen the observed data and control-run re- 
sults (13). We therefore consider only solar 
effects here using a recent reconstruction of 
solar il~adiance changes (14). For anthropo- 
genic forcing we consider both greenhouse- 
gas (ghg)-only and ghg-plus-aerosol forcing 
using IPCC forcing estimates (15). 

Best-fit (optimized) estimates of solar, an- 
thropogenic. and solar-plus-antlxopogenic forc- 
ing effects were obtained by adjusting the U-D 
model's climate sensitivity (16) until the root- 
mean-square difference between modeled and 
observed global-mean temperatures was mini- 
mized (1 7). The best-fit sensitivities are: solar 
forcing alone, ITz ,  = 28°C; anthropogenic 
forcing alone, IT,, = 63°C: solar-plus-anthro- 
pogenic forcing. IT,, = 3.2"C (18). The spe- 
cific forcing cases are referred to below and in 
the figures as ANTH (anthropogenic forcing 
alone). SLW (solar forcing alone) and BOTH 
(solar and anthropogenic forcing together), with 
the qualifier "(OPT)" for cases where an opti- 
nlum sensitivity was used or "(1.5)" or "(4.5)" 
when a specific sensitivity of 15°C or 4.5"C 
was used. Hemispheric-mean temperatures 
fiom these best-fit and specific-sensitivity re- 
sults were then subwacted from the observed 
data. In all three optimized cases, ANTH(OPT), 
SLN(OPT), and BOTH(OPT), the autocoirela- 
tion structure of the residuals differs radically 
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from that for the raw observational data and 
becomes more similar to that for the unforced 
GCM control runs (Fig. 2). The best overall 
match with control-run results is obtained for 
the optimized "BOTH case, when the com- 
bined effects of solar and anthropogenic forcing 
are subtracted from the observed data (Fig. 2). 

For NH-NH and SH-SH correlations, sub- 
traction of a model-based externally forced 
component gives results similar to those for 
linear trend subtraction. However, the trend- 
removal case is less constrained than the 
model-based case. In the former, best-fit 
trends are removed from the individual NH 
and SH time series independently. In the 
model-based case, the relative effects in each 
hemisphere are constrained a priori by model 
structure and inter-hemispheric forcing dif- 
ferences. For the NH-SH cross-correlations, 
model-based signal removal gives much bet- 
ter results than linear trend removal. These 
results imply that the externally forced com- 
ponent cannot be described adequately sim- 
ply by fitting linear trends to the individual 
hemispheric-mean time series. 

For the ANTH(0PT) and SUN(0PT) cas- 
es, the best fits require unrealistically high 
climate sensitivities. How dependent are the 
results on the value of the climate sensitivity? 
In the ANTH case, the autocorrelation results 
for the residuals (not shown here) are virtu- 
ally unchanged if a realistic but high climate 
sensitivity is used (AT,, = 4.S°C). Within the 
uncertainty bounds o f  T,, (16) ,  therefore, 
subtraction of anthropogenic forcing alone 
provides a reasonable fit to the control-run 
autocorrelation structure (but not as good as 
if solar forcing is also included). 

For solar forcing alone (SUN), the value of 
AT,, affects the results more noticeably. To 
illustrate this we compare the optimized case 
[SUN(OPT), AT,, = 2g°C] with the SUN re- 
sult for a realistic, but high sensitivity of AT,, 
= 4.5OC [SUN(4.5)]. The SUN(0PT) and 
SUN(4.5) cases lead to NH-NH autocorrela- 
tions in the residuals that match the control-run 
results equally well for lags greater than 10 
(Fig. 2A). However, for lower lags in the NH- 
NH case and for the SH-SH and NH-SH results 
in general, SUN(4.5) is markedly inferior to 
SUN(0PT) (Fig. 2A and 2B). This comparison 
implies that, unless the magnitude of the solar 
forcing component is much larger than that 
used here (14), solar forcing alone is insuffi- 
cient to explain the behavior of the observed 
temperature data. 

For anthropogenic-plus-solar forcing, the 
best-fit sensitivity (3.2"C) is within the ac- 
cepted uncertainty range (16). For this case 
("BOTH") we consider the influence of cli- 
mate sensitivity by using AT,, = 1.5"C and 
AT,, = 4.5"C to define the signal extracted 
from the observed data [BOTH(l.5) and 
BOTH(4.5)] and then compare the autocor- 
relations of their residuals with those for 
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Fig. 1. General circulation model 
(GCM) control-run lagged correla- 
tions for and cross-correlations 
between hemispheric-mean tem- 
peratures in (A) NH versus NH and 
SH versus SH and (B) NH versus 
SH compared with results for raw 
observed data (OBS), observed 
data with the ENS0 influence re- 
moved [using the Southern Oscil- 
lation Index, 501, as an ENS0 in- 
dicator--see (lo)] (09s-SOI), and 
observed data with linear trends 
removed (OBS-TREND). Note that 
the sign of the lag is irrelevant in 
the NH-NH and SH-SH cases. For 
the NH versus SH case (B), nega- 
tive lags correspond to NH leading 
and positive lags correspond to SH 
leading. Control-run data are from 
the GFDL and U.K. Hadley Centre 
(HadCM2) models. The differences 
between the observed and con- 
trol-run results are statistically 
significant (7). 

Fig. 2. Observed and GCM control- 
run (GFDL) lagged correlations 
compared with results for ob- 
served data after removing differ- 
ent external-forcing effects Shown 
are a best-fit estimate of the influ- 
ence of anthropogenic forcing [OBS- 
ANTH(OPT)]; best-fit and subopti- 
mal estimates of the influence of 
solar forcing [(OBS-SUN(0PT) and 
OBS-SUN(4.5); 4.5(OC) here refers 
to the dimate sensitivity used in the 
sub-optimal case]; and a best-fit es- 
timate of the influence of anthropo- 

solar forcing [OBS-BOTH- 
(OPT). (A) and (B) as in Fig 1. Note "3" 
that SUN(0PT) requires an unrealis 
tically high dimate sensitivity of 280C 
to optimize the ft For the NH -us 
SH case (B), negative lags conwpond 
to NH leading and positive lags cone 
spond to SH leading. 
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Fig. 3 (left). Observed 
and GCM control-run 
(CFDL) lagged correlations 
compared with results for 
observed data with com- 
bined anthropogenic-plus- 
solar forcing effects re- 
moved. The Latter were cal- 
culated using climate sensi- 
tivities of 3.2"C [the best-fit 
case, denoted OBS-BOTH- 
(OPT)], 4.S°C [OBS- 
BOTH(4.5)] and l.S°C 
[OBS-BOTH(1.5)]. (A) and 
(0) as in Fig. 1. For the NH 
versus SH case (B), negative 
lags correspond to NH 
leading and positive lags 
correspond to SH lead- 
ing. Fig. 4 (right). 
Lagged correlations for ob- 
served, adjusted-observed, 
and CCM (HadCM2) per- 
turbation experiment 
data. For comparison with 
the HadCM2 SUL simula- 
tion, solar effects have 
been removed from the 
observed data (OBS- 
SUN); for comparison 
with the HadCM2 GHG 
simulation, solar plus ef- 
fective aerosol effects 
(that is, combining tropo- 
spheric ozone and aerosol 
influences) were removed 
[OBS - (AER+SUN)]. (A) 
and (0) as in Fig. 1. For the NH versus SH case (B), negative lags correspond to NH leading and positive Lags correspona ro SH leading. 

BOTH(0PT) (Fig. 3). Higher sensitivity 
[BOTH(4.5) in Fig. 31 leads to results that 
match the unforced control-run results almost 
as well as the best-fit case [BOTH(OPT)]. For 
low sensitivity (1.5"C) the match is less good. 
The similarity of these results means that it is 
not possible to use them to constrain the climate 
sensitivity any more than the current best-esti- 
mate range (1.5-4S°C), especially given un- 
certainties in the forcing and in the autocorre- 
lation structure of the unforced climate system. 
The results obtained here are, however, entirely 
consistent with a sensitivity within the accepted 
range and are noticeably degraded if a sensitiv- 
ity outside this range is assumed. 

The above interpretations assume that the 
GFDL and HadCh42 control runs simulate the 
unforced behavior of the climate system realisti- 
cally. We can test how realistic the autocorrela- 
tion structure of these models is by examining 
how well they simulate known 20th-century cli- 
mate changes when driven by estimates of exter- 
nal forcing. We illustrate this with results from 
two simulations with HadCh42 (8); one for forc- 
ing with CO, concentration changes alone 
("GHG), and another where combined CO, and 
albedo (as a proxy for direct sulfate aerosol) 
forcing was used ("SUL"). These model results 
cannot be compared directly with observations, 
however, because the observations are likely to 

be influenced by other, additional forcing factors. 
We therefore need to subtract from the observa- 
tions effects not considered in the GCM simula- 
tions, namely solar forcing and aerosol forcing 
for GHG, and solar forcing only for SUL (19). 
The autocorrelation structures for GHG and SUL 
can then be compared directly with these two sets 
of adjusted-observed data (Fig. 4). 

For all cases, the autocorrelation structure 
of the adjusted-observed data differs marked- 
ly from that for the raw observed data: Re- 
moving solar effects decreases the correla- 
tions because the trend in the adjusted-ob- 
served data is reduced, whereas removing 
solar-plus-aerosol effects has the opposite ef- 
fect (20). For the NH, the autocorrelation 
structures for adjusted-observed data agree 
well with the GCM data (Fig. 4A). For the 
SH-SH and NH-SH cases the SUL autocor- 
relation structures agree well with the appro- 
priate adjusted-observed data (Fig. 4A .and 
4B). In these cases, however, the GHG auto- 
correlations are substantially below those for 
the corresponding adjusted-observed data. 

It is not clear why the GHG case performs 
less satisfactorily than the SUL case. However, 
since this degradation only occurs in analyses 
involving the SH, it is possible that the unusual 
SH autocorrelation structure that HadCh42 ex- 
hibits in its control-run mode (see Fig. 1) is at 

least part of the explanation. Apart from this 
anomaly, the GCM results compare well with 
appropriately adjusted observed data and show 
no evidence of deficiencies serious enough to 
question any of our results. 

Our results imply that anthropogenic and 
solar forcing have both significantly affected 
global climate. They are also consistent with 
a climate sensitivity in the range derived 
independently from climate models and sup- 
ported by other empirical analyses of obser- 
vational data (1 7). 
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A Dielectric Omnidirectional 
Ref lector 

Yoel Fink, Joshua N. Winn, Shanhui Fan, Chiping Chen, 
jurgen Michel, john D. Joannopoulos, Edwin L. Thomas" 

A design criterion that permits truly omnidirectional reflectivity for all polar- 
izations of incident light over a wide selectable range of frequencies was used 
in fabricating an all-dielectric omnidirectional reflector consisting of multilayer 
films. The reflector was simply constructed as a stack of nine alternating 
micrometer-thick layers of polystyrene and tellurium and demonstrates om- 
nidirectional reflection over the wavelength range from 10 to 15 micrometers. 
Because the omnidirectionality criterion is general, i t  can be used to design 
omnidirectional reflectors in many frequency ranges of interest. Potential uses 
depend on the geometry of the system. For example, coating of an enclosure 
will result in an optical cavity. A hollow tube will produce a low-loss, broadband 
waveguide, whereas a planar film could be used as an efficient radiative heat 
barrier or collector in thermoelectric devices. 

Mirrors, probably the most prevalent of 
optical devices, are used for imaging and 
solar energy collection and in laser cavities. 
One can distinguish between two types of 
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mirrors, the age-old metallic and the more 
recent dielectric. Metallic mirrors reflect 
light over a broad range of frequencies 
incident from arbitrary angles (that is, om- 
nidirectional reflectance). However, at in- 
frared and optical frequencies. a few per- 
cent of the incident power is typically lost 
because of absorption. Multilayer dielectric 
mirrors are used primarily to reflect a nar- 
row range of frequencies incident from a 
particular angle or particular angular range. 
Unlike their metallic counterparts, dielec- 
tric reflectors can be extremely low loss. 
The ability to reflect light of arbitrary angle 
of incidence for all-dielectric structures has 
been associated with the existence of a 
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