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Co: but the hard layer only decayed to 65% of contrast. Electron holography will likely pro- 6. M. Julliere, Phys. Lett. A 54, 225 (1975). 

its original remanence when it was coupled to 
150 A Ni4,Fe6,. With a thicker Co,,Ptl,Cr13 
hard layer of 150 A and a Ni4,Fe6, free layer, 
the structure was stable to at least lo7 cycles. 

A possible explanation of the decay of the 
hard layer moment with cycling of the free 
layer moment is that the decay results from 
the demagnetizing field at the hard layer that 
is associated with domain walls in the free 
layer. The strength of the demagnetizing field 
will depend on the detailed structure of the 
domain walls in the free layer. These domain 
walls are likely to be different in Co and NiFe 
because of their different anisotrooies. 
Through '<heir associated demagnetizing 
fields, the motion of the domain walls during 
the reversal of M will demagnetize the mo- 
ment of the hard layer. To test this explana- 
tion, we reversed the moment of the free layer 
by a coherent rotation of its magnetic mo- 
ment without the formation of domain walls; 
at 10 Hz. the samole was rotated about its 
surface, normal in a fixed homogenous mag- 
netic field of 200 Oe, which was applied in 
the plane of the sample. The magnitude of the 
fixed field was chosen to be sufficiently larg- 
er than the coercivity of the free layer to 
ensure coherent rotation. 

The change in the remanent M of the hard 
layer is shown by a comparison of the results 
that are obtained by repeatedly rotating a 
sample with a 50 A-thick hard layer and by 
cycling the field on the same sample (Fig. 2). 
For up to 1.6 X lo6 rotations: there is no 
decay of the hard layer remanent moment 
within experimental error, whereas the hard 
layer was completely demagnetized after the 
same number of cycles. This result clearly 
shows that the formation and motion of do- 
main walls play an important role in the 
observed demagnetization process. 

The magnitude and spatial extent of the 
demagnetizing fields from the domain walls in 
the free layer must depend on the detailed mag- 
netic structure of the domain walls. Thus, it 
would not be surprising if the M decay (which 
we have observed) depends on the thickness of 
the hard layer as well as on the composition of 
the free layer because, for example, the width of 
the domain wall and, consequently, the strength 
of the demagnetizing field would also depend 
on both M and the magnetic anisotropy of the 
free layer. However, it is difficult to probe the 
domain wall structure. In a magnetic force mi- 
croscope, the stray field fsom the magnetic tip 
disturbs the structure of the magnetically soft 
free layers in our structures. Instead, we have 
carried out plan-view Lorentz transmission 
electron microscopy on structures formed on 
500 A-thick Si3N4 membranes. Although some 
differences are observed between the Co and 
NiFe layers, it is difficult to resolve the detailed 
magnetic structure of the domain walls because 
only the in-plane component of M produces 

vide the additional info~&&on that is necessary 7. J. S. Moodera, L. R. Kinder, T. M. Wong, R. Meservey, 

to understand the details of the domain walls, Phys. Rev. Lett. 74, 3273 (1995); S. S. P. Parkin, R. E. 
Fontana, A. C. Marley,]. Appl. Phys. 81, 5521 (1997); 

investigations extend the current W. I. Callaeher et dl., ibid., D. 3741: 1. M. Dauphton, . - . , - 
study of large-area films to small patterned ibid., p. 3758. 

structures on the scale of domains 
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Evidence of Soft-Mode Quantum 
Phase Transitions in Electron 

Double Layers 
Vittorio Pellegrini, Aron Pinczuk, Brian S. Dennis, 
Annette S. Plaut, Loren N. Pfeiffer, Ken W. West 

Inelastic light scattering by low-energy spin-excitations reveals three distinct 
configurations of spin of electron double layers in gallium arsenide quantum 
wells at even-integer quantum Hall states. The transformations among these 
spin states appear as quantum phase transitions driven by the interplay be- 
tween Coulomb interactions and Zeeman splittings. One of the transformations 
correlates with the emergence of a spin-flip intersubband excitation at van- 
ishingly low energy and provides direct evidence of a link between quantum 
phase transitions and soft collective excitations in a two-dimensional electron 
system. 

A two-dimensional (2D) electron gas, when 
subjected to a perpendicular magnetic field 
B,, exhibits remarkable behavior that fol- 
lows from the quantization of the in-plane 
kinetic energy into Landau levels, the Zee- 
man splitting of different spin states, and the 
impact of strong Coulomb interactions. The 
quantum Hall effects occur when changes in 
B _  or electron density: or both: cause the 
Fermi energy to sweep across spin-split 
Landau levels (1-3). Quantum Hall states are 
distinct phases of the 2D electron gas display- 
ing precise quantization of the Hall effect and 
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vanishing longitudinal magnetoresistance. 
They are observed at integer and some frac- 
tional values of Landau-level filling factor v 
= n2~1;. Here, n is the areal electron density 
and 1, = (hcI2~eB,)"~ is the magnetic 
length. c is the speed of light, h is Planck's 
constant, and e is the electron charge. Exper- 
imental and theoretical studies of quantum 
Hall phenomena have uncovered some of the 
more intriguing behavior in contemporary 
physics. Notable examples are low-tempera- 
ture quantum phase transitions tuned by the 
external magnetic field [for recent reviews 
see (4-7)]. Evidence of phase transfoma- 
tions appears in magnetotransport as anoma- 
lies in quantum Hall states. In current theo- 
ries, the transformations are triggered by low- 
energy collective excitations of quantum Hall 
states. Within this framework, the softening 
of a low-energy mode induces an instabilitiy 
in which the 2D electron system changes 
quantum ground state by incorporating prop- 
erties associated with the excitation (8-12). 
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When the soft mode has vanishingly low 
energy ( o  - O), the spontaneous broken 
symmetry phase has a continuous order pa- 
rameter that vanishes at the critical point of 
the transition. 

Continuous quantum phase transitions are 
remarkable transformations in which quan- 
tum mechanical effects dominate physics at 
temperatures approaching absolute zero. 
However, even at the lowest accessible tem- 
peratures, large thermal populations of low- 
energy soft modes cause critical fluctuations 
that destroy the long-range order of the bro- 
ken symmetry phase (7). In 2D systems, 
short-range order is destroyed in a Kosterlitz- 
Thouless transition at the critical temperature 
T,. Research into such transformations is 
largely based on studies of scaling behavior 
of transport data near the critical point. We 
report studies that enable the direct experi- 
mental determination of a link between soft 
collective modes and a quantum phase tran- 
sition in a 2D electron system. Soft excita- 
tions are measured directly from inelastic 
light scattering spectra. By giving direct ac- 
cess to the interactions that drive the instabil- 
ity, these studies open up avenues by which 
to examine these transformations. 

Distinct charge or spin collective excita- 
tions of quantum Hall states are built from the 
particle-hole pairs formed by the transitions 
between energy levels within the 2D electron 
system (typical spacings are in the millielec- 
tronvolt range) (13). Electron-electron inter- 
actions have a major impact on their wave 
vector dispersions: the roton (or magnetoro- 
ton), a minimum in the dispersion at finite 
wave vectors q - 111, = lo6 cm-', is one of 
the most notable manifestations of these in- 

Fig. 1. (A) Schematic representation of the 
potential and energy levels of electrons in the 
conduction band of a CaAsIAICaAs double 
quantum well. Red horizontal lines represent 
symmetric S states. Antisymmetric A states are 
represented by blue lines. The short vertical 
arrows represent the two, up or down, orienta- 
tions of electron spin in the magnetic field. The 
tunneling gap A,,, is the splitting between 
symmetric and antisymmetric states with the 
same orientation of spin. The spin splitting of a 
state, S or A, is determined by the Zeeman 
energy E, and the spin stiffness due t o  the 
increase in Coulomb exchange interaction en- 
ergy when the spin orientation is changed. (8) 
Schematic representation of the alignment of 
energy levels of electrons in the spin-unpolar- 
ized phase U at v = 2. Solid lines correspond t o  
occupied levels and dashed lines are empty 
levels. Vertical arrows labeled SF indicate the 
transitions that contribute to  spin-flip tunnel- 
ing excitations. The spin-density tunneling ex- 
citations are constructed with linear combina- 

teractions. Rotons are caused by excitonic 
terms of the Coulomb interactions, also 
known as vertex corrections, which bind par- 
ticle-hole pairs and greatly reduce collective 
mode energies. Soft ( o  - 0) rotons are cru- 
cially involved in predictions of novel phase 
transitions tuned by the external magnetic 
field (8, 10-12) and play key roles in the 
physics of 2D electron systems. Such unsta- 
ble collective modes, however, have not been 
observed because the large wave vectors (q r 
lo6 cm-') and low energies ( o  1 meV) are 
not easily accessible by current experimental 
methods. 

We studied electron bilayers in double 
quantum wells. In these structures, tunneling 
between the two layers determines the split- 
ting A,,, of the lowest symmetric and anti- 
symmetric states sketched in Fig. 1A. The 
electron bilayers are ideal systems to explore 
the role played by low-energy collective 
modes in quantum phase transitions because 
A,,, is tunable by the design parameters of 
the double quantum well. Low-energy tun- 
neling excitations are readily observable by 
inelastic light-scattering (LS), as demonstrat- 
ed in our recent measurements of soft spin- 
excitations at even-integer quantum Hall 
states (14, 15). These are long wavelength 
(q - 0) collective excitations of the tunnel- 
ing gap of GaAs double quantum wells 
(DQW). Vertex corrections reduce the ener- 
gies of tunneling spin-excitations to values 
much lower than A,,,, and as a function of 
the difference (n, - n,,) in the occupation of 
the symmetric and antisymmetric states, 
these spin excitations are easily tuned by 
changes in B,. The LS results indicate the 
existence of unstable q + 0 spin-flip excita- 

tions of the two transitions labeled SDE (75). (C) Schematic representation of the alignment of 
energy levels in the spin-polarized phase P at v = 2. Vertical arrows labeled SF indicate the 
transitions that contribute to  spin-flip tunneling modes. The transitions that contribute t o  
spin-wave modes, in which there is only change in the orientation of spin, are indicated by vertical 
arrows labeled SW. 

tions of vanishingly low energy at Landau- 
level filling v = 2 and nAs = 0. This work 
has stimulated calculations that predict a 
quantum phase transition to a broken symme- 
try state with canted antiferromagnetic (AF) 
spin alignment in the two layers (16, 17). 

Our inelastic LS results uncover evidence 
that the configurations of the spin of electron 
double layers do undergo quantum phase 
transitions that are tunable by magneticfield, 
and that unstable spin-excitations are in- 
volved. We show first that the bilayers at 
even-integer v exhibit three distinct phases of 
spin as a function of two parameters: the total 
magnetic field B, and the tunneling gap 
A,,,. To that effect, the tilt angle between B, 
and the bilayers (Fig. 2A) is changed while 
the perpendicular component B,  is kept at 
the chosen value of v. We find that in one of 
the phase transitions, a q = 0 soft spin- 
excitation mode collapses to vanishingly low 
energy, thus revealing a connection between 
the quantum phase transition in the spin de- 
gree of freedom and the unstable spin-exci- 
tation. A phase diagram describing how the 
different spin configurations of the even-in- 
teger quantum Hall states are tuned by B, 

I . . . ,  . . . .  I . . . .  I . . . .  I . . . .  I . . . .  # . . . I  
-0.10 -0.05 0.00 0.05 0.10 0.15 

Energy (meV) 

Fig. 2. (A) Sketch of the tilted field geometry 
adopted in the experiment. o, and o, are en- 
ergies of the incident (laser) and scattered light. 
B, is the total magnetic field and 0 the tilt 
angle. (B) Resonant inelastic light scattering 
spectra with orthogonal linearly polarized inci- 
dent and scattered light for the GaAs quantum 
well sample with n = 9.96 X 101° cm-* and 
A,, = 0.6 meV. At 0 = O0 and v = 2.08, the 
peak corresponds to  the 65, = 0 SDE mode. At 
0 = 4S0, the peaks correspond to  spin wave 
across the Zeeman gap. (C) The circles show 
the dependence of Tc versus filling factor at 0 = 
30" (Tc is the lowest value of the temperature 
at which the SDE modes reappear in the spectra 
of phase D). The dashed line is Tc measured at 
0 = O0 [after (74)]. 
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displays two phase boundaries that separate 
the three spin configurations. The predictions 
of (1 7) are in qualitative agreement with this 
construction. 

Two possible configurations of spin have 
been proposed for electron double layers at 
even-integer values of v ,  shown schematical- 
ly (Fig. 1, B and C) for the case of v = 2. 
Phase U (Fig. 1B) is spin-unpolarized. Phase 
P (Fig. 1C) is spin-polarized [ferromagnetic 
(FM)]. The actual spin configuration will de- 
pend on the strength of the energy required to 
produce a spin-flip relative to that of the 
interlayer interactions that enter in the tunnel- 
ing gap A,,,. The energy required to change 
the orientation of spin incorporates two 
terms. One is the Zeeman energy E, = 

gkBB,, where g is the gyromagnetic ratio and 
k B  is the Bohr magneton. The other is the 
spin stiffness of the 2D electron system, giv- 
en by the increase in Coulomb exchange 
interaction energy when the spin orientation 
is changed. Because the spin stiffness has a 
characteristic (B,)1'2-dependence (4, 13, 17, 
18), phase U prevails at the lower values of 
B, and B, (14, 15). Phase P emerges at 
higher fields when the spin-flip transition 
energy in the lowest Landau level is larger 
than the energy associated with a transition 
across the tunneling gap (19). The soft modes 
occur in phase U, and the LS spectra reveal 
that this phase evolves into a third, disordered 
spin state we call phase D (15). 

Phases U and P have very different spin- 
excitations classified by SS,, the change in 
spin angular momentum along B,. The tun- 
neling modes of phase U have been consid- 
ered in (15). Here, spin-excitations are trip- 
lets at energies w = w,,, - EzSSZ, where 
SS, = 0, 2 1  and wsDE is the energy of the 
spin-density excitation (SDE) with SSz = 0. 
The two transitions that contribute to SDE 
modes are shown in Fig. lB, which also 
shows the transitions of tunneling spin-flip 

t I ' ' . ' . l  
3 4 5 6 7 8 9 1 0  

Magnetic field (T) 

Fig. 3. Energies of spin-excitations as a function 
of total magnetic field at 0 = 45'. The line 
through the data is a fit t o  the equation E ,  
= (go - cB,lZ)p,B,. The modes are thus iden- 
tified with Long wavelength (q + 0)  SW 
excitations. 

(SF) mode with 8Sz = ? 1. The emergence of 
phase P is characterized by spin-wave (SW) 
modes associated with the two SSz = -1 SW 
transitions shown in Fig. 1C. The SW energy 
in the limit y -+ 0 is set at E, by Larmor's 
theorem (13). The two phases are thus iden- 
tifiable from LS spectra. Phase U has well- 
defined SDE excitations as previously re- 
ported (15), and the signature of phase P 
is the appearance of long-wavelength SW 
excitations. 

The experiments were carried out in 
DQW samples that consisted of two nominal- 
ly identical, 180 A-thick GaAs quantum 
wells separated by an Al0,,Ga,,,As undoped 
barrier of 79 A width. Free electron concen- 
trations were between n = 6.2 X 10'' ~ m - ~  
and 1.44 X 10" ~ m - ~ ,  and low-temperature 
mobilities were close to lo6 cm2 V-I s-' t A 
B, = 0, tunneling gaps are ASAS < 0.7 meV 
(20). Resonant inelastic LS was studied in the 
geomehy shown in Fig. 2A using a diode 
laser tuned near the fundamental optical tran- 
sitions of the GaAs DQW (close to 812 nm). 
Crossed light polarizations for incident and 
scattered photons were used to detect inelas- 
tic LS from spin-excitations. We are interest- 
ed here in tunneling excitations and also in 
SW modes. For 8 = 0, tunneling modes with 
SSz = 0 are allowed (15). For 8 # 0, spin- 
waves with SS, = ? 1 also become allowed 
because of the non-zero component of the 
light polarization along the magnetic field B, 
axis (21). Incident power densities were kept 
below Wlcm2, and spectra were record- 
ed with multichannel detection at a spectral 
resolution of 0.02 meV. The samples were 
mounted in a 3He/4He dilution refrigerator 
with optical windows. Accessible tempera- 
tures are in the range 0.2 K 5 T 5 2 K. 

To show the impact of changes in B, at 
constant v ,  characteristic spectra from the 
three phases of spin at v - 2 are shown (Fig. 
2B). The results for 8 = 0 (B, = B,) are 

Magnetic field (T) 

Fig. 4. Energies of spin-excitation modes as 
function of total magnetic field measured at tilt 
angles (0) between 0" and 45". Vertical lines 
indicate the B, values of v = 2 for the tilt 
angles of the experiments. The dotted line is 
the E, shown in Fig. 3. 

similar to those previously reported (15). At 
v = 2.08, we found the well-defined peak of 
SDE at w,,,. The abrupt disappearance of 
this mode at v = 2.00 is taken as indication 
that a new spin configuration has emerged, 
and the absence of an LS signal suggests a 
disordered state D. This transition occurs 
when w,,, + E,, implying the existence of 
a 8Sz = 1 SF tunneling excitation at vanish- 
ingly small energy w,,, - SSzE, (15). 

Figures 2B and 3 display drastically dif- 
ferent behavior at 8 = 45' where collective 
spin-excitations reappear in the spectra, and 
the modes can now be measured over a very 
broad range of B, and filling factor. Particu- 
larly revealing is the evidence in Fig. 3 that at 
8 = 45', the spin-excitation modes near v = 
2 blend smoothly with the SW excitations 
across the Zeeman gap at energies E,. Such 
behavior indicates that at 8 = 45O, only SW 
excitations are observed for v 2 2 and that 
these excitations have replaced in the LS 
spectra the SDE modes seen at 8 = 0". 
Because the presence of spin-wave excita- 
tions is the characteristic signature of the 
spin-polarized state, Figs. 2B and 3 offer 
direct evidence that when 8 = 45", phase P 
emerges at filling factors v ;= 2. 

The results in Fig. 4 show the very distinct 
field dependences of the excitations mea- 
sured for different tilt angles. The main char- 
acteristic of SDE modes seen in phase U is 
their softening with B, and their disappear- 
ance when reaching Ez at v - 2. These 
changes are indeed observed for 8 5 30" and 
fields B, 5 2.4T. Spin-waves appear in the 
LS spectra of this sample for larger tilts and 
fields B, > 2.4T. Figures 3 and 4 thus dem- 
onstrate the identification of phase P by in- 
elastic LS. The SW mode energies of phase 
P, however, display an unexpected blueshift 
from Ez for v - 2 and broader spectral 
linewidth. At this time, we do not have an 
explanation for such behavior. One intriguing 
scenario is that at this field there is disorder 
and loss of rotational invariance that re- 
move the restrictions imposed by Larmor's 
theorem. 

The results in Figs. 2B through 4 offer 
the crucial evidence that links the soft spin- 
excitations of phase U to a quantum phase 
transition in the spin degree of freedom at 
v - 2. They reveal that the three possible 
configurations of spin of the electron dou- 
ble layers are accessed by changing the 
total field B, while keeping B, at values of 
v - 2. U and P are well-defined phases 
with the configurations sketched in Fig. 1. 
The disordered state D has a similar pro- 
nounced sensitivity on B,, implying it has 
to be regarded as a distinct phase of spin. 
Phase D emerges at the fields where the 
energy of the SDE mode of phase U is w,,, 
+ E,. Thus, the L' + D transformation is a 
quantum phase transition, tuned by B,, that 
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correlates with the emergence of a soft 
spin-flip (SS, = 1) mode of vanishingly 
low energy close to w,,, - E,. 

The inelastic LS results also enable the 
construction of a spin-configuration phase 
diagram at filling factors v = 6 and v = 2. 
Figure 5 shows the diagram obtained from 
data measured in four DQW samples that 
differ in density and A,,,. The diagram con- 
firms that at large B, and relatively small 
A,,,, the bilayers are in the spin-polarized 
phase P. At smaller magnetic fields such that 
A,,, >> E,, the bilayers are in the spin- 
unpolarized phase U. The new phase D oc- 
curs at inJermediate A,,, and E,, when the 
q FS: 0 tulineling spin-excitation becomes soft. 
The phase diagram in Fig. 5 is consistent with 
the predictions of (1 7). The soft-mode having 
SS, = + 1 suggests an order-parameter asso- 
ciated with the operator SS+ = S(S, - is,,). 
Such broken-symmetry is consistent with a 
canted AF phase, as proposed in (16, 17). 

The LS spectra of phase D have an in- 
triguing T dependence in which SDE excita- 
tions at v = 2 reappear for T 0.5 K (15). 
This unexpected behavior is evidence of a 
reversal D + U transformation at a temper- 
ature Tc = 0.5 K. We have studied this effect 
as a hnction of tilt angle. Figure 2C shows Tc 
measured at 30" (solid circles). Comparison 
with the 0" results (dashed line) reveals an 
enhanced stability of phase D at finite tilt. 
From LS soectra obtained at v -- 6 we deter- 
mined that changing the tilt angle from 0" to 
30" reduces A,,, by about 0.05 meV, as 
predicted by current theory (22). Thus, the 
results in Fie. 2B indicate that the increased - 
stability of phase D correlates with a reduc- 
tion in A,,,. This behavior is consistent with 

Fig. 5. Phase diagram of electron bilayers at 
even values of v and T = 0.2 K. The total 
magnetic field B, is plotted here against the 
reciprocal tunneling gap in units of the Cou- 
lomb interaction energy (eZI~,l,), where E, is 
the dielectric constant. Solid lines indicate the 
positions of the phase boundaries determined 
from experiment. Dotted lines are introduced 
to give continuity to the boundaries. The sam- 
ples are CaAs quantum wells of different den- 
sities. Squares, n = 6.2 X loq0 ~ m - ~ ;  circles, 
n = 9.9 X 101° ~ m - ~ ;  triangles, n = 1.05 X 
10" cm-'; and diamonds, n = 1.44 X 10" 
~ m - ~ .  Open symbols are for v = 2 and closed 
symbols for v = 6. 

the proposal that phase D is a Kosterlitz- 
Thouless state with a transition temperature 
Tc (17). 

Finally, measurements of SW modes 
yield precise determinations of E,  over a 
wide range of B,. To this effect, we carried 
out a fit by means of the expression E, = 
(go - cB12)p,B, which incorporates a small 
quadratic correction to the g factor (23). 
The best fit is shown as dotted lines in Figs. 
3 and 4. These determinations enable the 
evaluation of the Zeeman energy at field 
close to v = 2. We find in Fig. 4 that the 
energy of the SDE tunneling mode reaches 
the value w,,, = E, when the SDE peak 
disappears with the emergence of phase D. 
This result is a strong indication that the 
U -+ D transition might be continuous. 
Experiments carried out at lower tempera- 
tures could offer further insights. The in- 
stability could also be investigated by acti- 
vated magnetotransport (24). 
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Preparation of Photonic Crystals 
Made of Air Spheres in Titania 

H 

Judith E. G. J. Wijnhoven and Willem L. Vos* 

Three-dimensional crystals of air spheres in titania (TiO,) wi th  radii between 
120 and 1000 nanometers were made by filling the voids in artificial opals by 
precipitation from a liquid-phase chemical reaction and subsequently removing 
the original opal material by calcination. These macroporous materials are a 
new class of photonic band gap crystals for the optical spectrum. Scanning 
electron microscopy, Raman spectroscopy, and optical microscopy confirm the 
quality of the samples, and optical reflectivity demonstrates that the crystals 
are strongly photonic and near that needed t o  exhibit band gap behavior. 

There is currently an intensive effort to develop 
porous materials with a wide range of pore sizes 
up to 30 nm that open up new opportunities in 
catalysis and separation technology (1, 2). 
These materials are made by using self-orga- 
nizing systems, such as surfactant liquids and 
biological systems as templates for the deposi- 
tion of inorganic materials. An emerging field 
that benefits from crystalline macroporous ma- 

Van der Waals-Zeeman Instituut, Universiteit van 
Amsterdam, Valckenierstraat 65, NL-1018 XE Am- 
sterdam, Netherlands. http://w.wins,uva,nl/research/ 
scm 

*To whom correspondence should be addressed. E-  
mail: wvos@phys.uva.nl 

terials (3) is the field of photonic crystals, that 
is, three-dimensional (3D) dielectric compos- 
ites with lattice spacings of the order of wave- 
lengths of light (about 500 nm) (4). These 
crystals can be used to create photonic band 
gaps (frequency ranges that will not propagate 
light because of multiple Bragg reflections) (5) 
that induce useful optical properties, such as 
inhibition of spontaneous emission or photon 
localization (4). To achieve band gaps for the 
visible and infrared spectrum, several challeng- 
es exist: both constituent materials of the crystal 
should be topologically interconnected (6) and 
the ratio of their refractive indices n should at 
least be 2 (5). We have synthesized crystals of 
air spheres in titania that meet these criteria. In 
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