and general methods for S. pombe have been de-
scribed [S. Moreno, A. Klar, P. Nurse, Methods En-
zymol, 194, 795 (1991)]. Uniess otherwise indicated,
yeast cultures were grown in YES medium at 30°C.
YES consists of glucose, yeast extract, and amino
acid supplements. HU was used at a concentration
of 12 mM. Purification of GST fusion proteins and
hexahis-tagged proteins expressed in S. pombe, im-
munoblotting, and kinase assays were performed as
described [K. Shiozaki and P. Russell, Nature 378,
739 (1995)).

15. M. Fernandez-Sarabia, C. Mclnemny, P. Harris, C.
Gordon, P. Fantes, Mol. Gen. Genet. 238, 241
(1993).

16. H. Murakami and H. Okayama, Nature 374, 817
(1995).

17. To tag genomic cds?* with a sequence encoding
two copies of the HA epitope and hexahistidine, we
made a Pst I-Not | fragment having nucleotides 205

to 1465 of the cds7* open reading frame by PCR.
This fragment was introduced into pRIP42-
Spc1HABH after digestion with Pst | and Not [ en-
zymes (22). The construct was linearized with Nhe |
and transformed into PR109. Integration and tag-
ging were confirmed by Southern (DNA) hybridiza-
tion and immunoblotting, with function of Cds1HAHIS
confirmed by lack of HU sensitivity. The nmt?7:GST:
cds1* construct was prepared as described for the
nmt1:GST:chk1+ construct (7).

18. The Invivo interaction between GST:Cds1 and Wee1
shown in Fig. 2D did not require HU treatment, pre-
sumably because GST:Cds1 was overexpressed.

19. Cells were grown in YES medium to an Agy, of 1.0
and then treated with HU (12 mM) for 30 min at 30°C.
Synchronous cells were then obtained by centrifugal
elutriation with a Beckman JE-5.0 elutriation rotor.
These cells were diluted to an Agyq of 0.3 in YES
containing 12 mM HU and grown at 30°C for a fur-

Chaos, Persistence, and Evolution of Strain
Structure in Antigenically Diverse Infectious
Agents

Sunetra Gupta,* Neil Ferguson, Roy Anderson

The effects of selection by host immune responses on transmission dynamics was
analyzed in a broad class of antigenically diverse pathogens. Strong selection can cause
pathogen populations to stably segregate into discrete strains with nonoveriapping
antigenic repertoires. However, over a wide range of intermediate levels of selection,
strain structure is unstable, varying in a manner that is either cyclical or chaotic. These
results have implications for the interpretation of longitudinal epidemiological data on
strain or serotype abundance, design of surveillance strategies, and the assessment of

multivalent vaccine trials.

New epidemics of an infectious disease can
be triggered by the evolution of a novel
antigenic type or strain that evades the
acquired immunity within the host popula-
tion created by its predecessors. The most
studied case is the influenza virus, where
major shifts in the structure of surface anti-
gens can often trigger worldwide pandemics
of the novel variant (I, 2). The antigens
that are most likely to exhibit diversity are
those under strong selection by host im-
mune responses. 1 hese polymorphic anti-
gens may be ranked by the degree to which
the associated immune response reduces the
reproductive or transmission success of the
pathogen. We demonstrated previously that
those antigens that elicit the strongest im-
mune response, which in turn have the
strongest impact on transmission success,
may be organized by immune selection act-
ing within the host population into sets of
nonoverlapping variants (3). For example,
in the case of two antigens each encoded by
a distinct locus with two alleles, namely a
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and b at one locus and ¢ and d at the other,
four genotypes exist (ac, ad, bc, and bd).
One set of nonovetlapping variants is ac
and bd (a discordant set) and the other is bc
and ad. The pathogen population may ex-
hibit a discrete strain structure where one
set of nonoverlapping variants exists at
much greater frequency than the other. For
this pattern to emerge and be stable over
time, the intensity of acquired immunity to
a specific variant antigen (encoded by a
given allele) within the host population
must reduce considerably the transmission
success or fitness of all subsequent infec-
tions by genotypes possessing that allele.
Pathogen populations may therefore be cat-
egorized into discrete “strains” or serotypes
according to the genetic loci that encode
antigens eliciting immune responses with
the greatest effect on the transmission suc-
cess of the infectious agent (3).

Here, we show that pathogens that pos-
sess antigens that do not elicit an immune
response that is strong enough to induce a
discrete stable strain structure may exist as a
set of strains that exhibit cyclical or chaotic
fluctuations in frequency over time. They
may still be organized by immune selection
into discrete groups of variants, where all the

ther 4 hours. Cells were scored for progression
through mitosis by microscopic observation. HU
sensitivity studies were carried out with cells grown
to an Agqg 0f 0.3 in YES medium and then diluted to
13,000 cells/mi in YES media containing HU (12
mM), followed by growth at 30°C for a further 8
hours. Samples (75 wl) were taken at regular inter-
vals, plated onto YES plates, and grown for 4 days at
30°C to determine survival.
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members in a given group have different
alleles at every locus, but the dominancy of
the group, relative to that of other groups,
may fluctuate widely over time, either cycli-
cally or chaotically. Pathogen antigens that
elicit immune responses that have little ef-
fect on transmission success will not be or-
ganized to express a discrete nonoverlapping
strain structure. In this case, all possible al-
lele combinations will be maintained at
abundances commensurate with their indi-
vidual transmission success or fitness.

We define the conditions under which
each of these three outcomes arises, in
terms of the biological characteristics of
both the pathogen and the immune re-
sponse of the host to the various antigens of
the infectious agent, using a model in which
a pathogen strain is defined by the m alleles
that exist at each of n loci. We take no
account of other important biological com-
plications such as mutation, seasonality in
transmission, time delays between the ac-
quisition of infection and infectiousness to
susceptible hosts, or genetic diversity in the
host population, influencing the immune
responses to particular antigenic variants.
These exclusions are deliberate, because we
wish to assess the impact of selection im-
posed by acquired immunity in the host
population on temporal trends in the fre-
quencies of different variants and the evo-
lution of the associated strain structure in
the pathogen population.

Strains that do.not share any alleles
(hereafter referred to as a discordant set) are
assumed not to interfere with each others’
transmission success or fitness as mediated
by host immune responses. The degree to
which infection with a given strain limits
the ability of another strain that shares any
alleles to infect the same host is defined by
a cross-protection oOr cross-immunity pa-
rameter . If v = 0, then the strains do not
induce cross-protective responses, whereas
if v = 1, then there is complete cross-
protection. [t is also assumed that immunity
to a given strain i does not prevent infec-
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Fig. 1. Strain structure type is shown as a function of the degree of cross-
protection (y) and the ratio of host life-span to pathogen infectious period

(/) for pathogens with (A) two antigenically active loci, each with two

tion by any other strain, but only reduces
the probability of transmission of a nondis-
cordant strain j by a factor (1 — v). This
implies that the process of the acquisition of
immunity to any one strain is independent
to that of its acquisition to any other strain.
These simple but realistic biological as-
sumptions can be expressed by a system of
differential equations representing the
changes in the abundances of each of the
m" strains over time in a genetically homo-
geneous host population (4).

The model system generated three dis-
tinct dynamical behaviors (Fig. 1). (i)
When the degree of cross-immunity is be-
low a threshold value, vy, all the strains
coexist in the host population with stable
abundance, and no strain structure (NSS) is
apparent. Increasing the degree of cross-
protection in this dynamical domain acts to
decrease strain abundance because of in-
creased immunological interference be-
tween strains. (ii) When the degree of
cross-immunity exceeds an upper threshold,
Yy one discordant set of strains dominates
in terms of their prevalence. This situation
represents the presence of stable discrete
strain structure (DSS). (iii) For vy, < y <
Yy, no stable strain structure occurs and the
relative proportions of the different strains
exhibit very complex and often chaotic dy-
namics with marked fluctuations over time.
This is referred to as cyclical or chaotic
strain structure (CSS).

Figure 1 plots the parameter regions for
which these different dynamical behaviors
and associated strain structures pertain. The
upper threshold, y, is given by v, = 1 -
1/(2R,) if all strains have identical trans-
mission success as defined by the case re-
productive rate R, [the average number of
secondary infections generated by one pri-
mary infection in a susceptible host popu-
lation (5)]. The lower threshold value v, is
determined by the ratio o/ [where 1/p is
host life expectancy and 1/o is the average
duration of infection (equal to infectious-
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ness)], Ry, and the number of antigen loci
and alleles. For pathogens in developed
countries, with human life expectancies of
around 70 years and infectious periods of
between 4 days to 1 year (1/o = 0.01 to 1),
ofp is between 70 to 7000. The large size of
the parameter space generating cyclical or
chaotic behavior (Fig. 1), for relevant pa-
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alleles; (B) three loci, each with three alleles; and (C) four loci, each with four
alleles (R, = 4 for all strains).

rameter assignments for the duration of in-
fection and host life expectancy, implies
that such complex dynamics may be the
norm for many antigenically variable infec-
tious agents that induce moderate cross-
protective immune responses in the human
host.

Figure 2 portrays the wide range of com-
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Fig. 2. Long-term population dynamics of pathogens with three loci, each with two alleles. R, = 4 for all
strains, ¢ = 10 years™", and w = 0.02 years™". (A) Bifurcation diagram shows the location of local

maxima of w,

amx (

the fraction of the population exposed to strain amx or any strain sharing alleles with

amx) as a function of the degree of cross-protection. (B through D) Time-series of the prevalences, z,, of
each strain in the population: (B) for y = 0.58 (nonchactic limit cycle), (C) for y = 0.62 (intermittent
chaotic episodes), (D) for y = 0.72 (chaotic short-period cycles with decoherence between discordant
set members), and (E) y = 0.85 (large-amplitude chaos).
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plex dynamical behaviors generated by the
model in the CSS parameter domain. Ini-
tially the strain prevalences follow simple
limit cycles (Fig. 2B), but as the value of y
is increased, chaotic intermittency is seen
(Fig. 2C), followed by increasingly large-
amplitude chaos (Fig. 2, D and E). Several
important trends are apparent from exten-
sive numerical studies. First, as Y increases
in value, the amplitude and period of the
epidemic cycles rise. Second, when vy is
close to the two boundaries of the CSS
region, complete coherence is seen between
the epidemics of strains within discordant
sets {that is, the abundances of all strains
within a set are identical). This is a direct
result of competitive exclusion between ge-
notypes that share alleles where the com-
petition is created by herd immunity. Third,
for a large band of cross-protection values in
the center of the CSS region, this coher-
ence begins to break down (Fig. 2D), and
the trajectories of the prevalence of indi-
vidual members of discordant sets can be
distinguished. The exact dynamical mech-
anism driving this symmetry breakdown re-
mains unclear, but the behavior appears to
be associated with a crossover effect as the
system moves from the low-y region of
short-period cycles (a few years) to the
large-y region where long-period (many
years) chaos dominates. In the crossover
region, both time scales are apparent, with
“generation” cycles (with period ~1/pn =
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Fig. 3. Examples of dynamical changes in sero-
type frequencies of two major human pathogens:
(A) influenza cases in the United States from
1983-94 (20) and (B) group A streptococcal infec-
tions in Minnesota, United States, from 1965-
1967 (15).
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host life expectancy) being modulated by
shorter period oscillations, the periods of
which are determined by the average infec-
tious period (1/o) and the transmission suc-
cess of the pathogen (R,). In other words,
the long periods are determined by host
demography and the short periods by the
variables that determine the typical course
of infection in the host and the transmis-
sion dynamics of the infectious agent. As
the duration of the infectious period is de-
creased, the period of the low-y regime
limit cycles decreases, and chaotic behavior
increasingly dominates the entire CSS re-
gion. Similarly, discordant set decoherence
increases as the number of antigenically
active loci and alleles increase. Decoher-
ence also increases markedly as the infec-
tious period decreases.

Other theoretical studies indicate that
complex dynamics are likely to be common
for any pathogen populations that are orga-
nized in such a manner that there is cross-
immunity within certain strain subsets and
none between these subsets. For instance,
Andreasen et al. (2) modeled influenza by
assuming that interstrain cross-immunity ex-
ists only between nearest neighbors in a one-
dimensional phenotypic space (that is, im-
munity to strain i affects the transmission
success of strains i — 1 and i + 1) and
demonstrated that this form of population
structuring can also generate stable limit cy-
cles in systems with four or more strains.
Other population-structuring mechanisms
may also give interaction matrices that gen-
erate complex nonlinear dynamics, but it is
particularly relevant that such a fundamental
biological property of pathogens as the shar-
ing of antigen variants yields this structure.

A key question arising from these anal-
yses is whether we can expect to see deter-
ministic chaos in epidemiological data for
common viral, bacterial, and protozoan an-
tigenically variable pathogens in human
communities. Although stochastic effects
in small populations may interfere with the
persistence of long-period cycles (6), we
may expect to see the following broad pat-
terns. For polymorphic antigens that elicit
weak immune responses, the abundances of
the different strains (as defined by different
combinations of alleles) will be determined
by their respective transmission successes or
fitnesses. In the cyclical or chaotic region,
where the degree of cross-protection associ-
ated with the antigen is moderate, irregular
epidemic cycles will be observed with aver-
age periods set by the mean duration of
infectiousness in the host (short-period cy-
cles of a few years for infectious periods of a
few days to very long periods of many years
for infectious periods approaching a month
or longer). Concomitantly, there will be a
high degree of correlation in the prevalence

or incidence time-series of strains within
the same discordant set and a low degree of
correlation between strains or serotypes in
different discordant sets. For antigens that
elicit very strongly protective immune re-
sponses, the correlation between strains
within the same discordant set will be ex-
tremely high, manifesting as DSS.

These theoretical predictions argue for
considerable caution in the interpretation
of observed patterns in longitudinal epide-
miological data sets that are stratified by
strain type or serotype based on molecular
or immunological taxonomic characteris-
tics. Although the limited time-series data
currently available show significant fluctu-
ations in strain incidences for a variety of
pathogens (Fig. 3), better quality, longer
term data will be required to accurately
assess the precise strain structure of a given
antigenically variable pathogen population.
Essential to this process is the cloning of the
relevant antigen genes; for example, the
recent cloning of the Plasmodium falciparum
gene encoding PFEMP-1 (7-9) is crucial to
the validation of the hypothesis that
PfEMP-1 is the antigen that structures P.
falciparum into discrete strains (10). The
analysis we present suggests that it is also
worth monitoring other P. falciparum anti-
gens such as the merozoite surface proteins
(MSP), which may not have as significant a
role in protective immunity as PfEMP-1,
because these may be more likely to exhibit
cyclical or chaotic fluctuations. A recent
study in Senegal (11) involving the typing
of successive clinical malaria isolates during
a 4-month period of intense transmission
shows a large degree of genetic diversity in
MSP1 and MSP2 combinations. However,
long-term large-scale studies are required to
elucidate the precise dynamics of these al-
lele combinations. For bacteria, such as
Neisseria meningitidis, large-scale nucleotide
sequencing studies of genes encoding sur-
face antigens are essential to understand the
population structure of these organisms (12,
13) and, in particular, to elucidate whether
the strong association observed between
VR1 and VR2 epitopes of the PorA protein
(2) forms the basis for the fluctuations in
lineages of N. meningitidis (14). Serotypes of
group A streptococci also exhibit rapid fluc-
tuations (Fig. 3) (15). These serotypes are
defined by an antiphagocytic cell-surface
molecule known as M protein, which ap-
pears to occur in nonoverlapping combina-
tions with another variable element known
as the serum opacity factor (16), and thus,
may exemplify a two-locus multiallele sys-
tem in a state of CSS.

Such information on pathogen popula-
tion structure is crucial in many different
contexts, including the assessment of vac-
cine trials where the candidate vaccine
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contains only a subset of the antigens ex-
pressed by the pathogen population (17)
such as those currently planned for N. men-
ingitidis (18) and Streptococcus pneumoniae
(19). Attributing observed changes in strain
structure following mass immunization to
the intervention may be problematic, given
the complex nonlinear dynamics suggested
by our analyses. The intricate behavior of
these multistrain systems is a consequence
of the selective pressures imposed on the
pathogen population by the profile of herd
immunity in the host population. This pro-
file is, in turn, conditioned by the prevail-
ing antigenic structure of the pathogen pop-
ulation. It is the subtle interplay between
these two factors that leads to the unstable
evolutionary dynamics we describe.
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Identification of Non-Heme Diiron Proteins That
Catalyze Triple Bond and Epoxy Group
Formation
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Acetylenic bonds are present in more than 600 naturally occurring compounds. Plant
enzymes that catalyze the formation of the A12 acetylenic bond in 9-octadecen-12-ynoic
acid and the A12 epoxy group in 12,13-epoxy-9-octadecenoic acid were characterized,
and two genes, similar in sequence, were cloned. When these complementary DNAs
were expressed in Arabidopsis thaliana, the content of acetylenic or epoxidated fatty
acids in the seeds increased from 0 to 25 or 15 percent, respectively. Both enzymes have
characteristics similar to the membrane proteins containing non-heme iron that have

histidine-rich motifs.

Over 600 naturally occurring acetylenic
compounds are known, many of which oc-
cur in higher plants and mosses (I, 2).
Knowledge of the enzymatic reactions lead-
ing to the formation of a carbon-carbon
acetylenic (triple) bond is limited; it is
known, however, that in the moss Cerat-
odon purpurea, an acetylenic bond at the A6
position in a C,4 fatty acid is formed from a
carbon-carbon double bond (3), whereas in
Crepis rubra, oleate is a substrate in the
synthesis of 9-octadecen-12-ynoic acid
(crepenynic acid) (4).

We have studied the synthesis of acety-
lenic and epoxy fatty acids in plants of the

M. Lee, Svalév-Welbull AB, S-268 81 Svaldv, Sweden.
M. Lenman, A. Banas, M. Bafor, A. Dahlqgvist,.P. Gum-
meson, S. Stymne, Department of Plant Breeding Re-
search, Swedish University of Agricultural Sciences,
S$-268 31 Svaldv, Sweden.

S. Singh and A. Green, Commonwealth Scientific and
Industrial Research Organization (CSIRO) Plant Industry,
Canberra ACT 2601, Australia.

M. Schweizer and S. Sjddahl, Institute of Food Research,
Norwich Research Park, Colney, Norwich NR4 7UA, UK.
R. Nilsson and C. Lilienberg, Department of Plant Physi-
ology, University of Gothenburg, S-413 19 Gothenburg,
Sweden.

*To whom correspondence should be addressed. E-mail:
sten.stymne@vf.slu.se

genus Crepis (2, 5). Crepis alpina seed oil is
made up of about 70% crepenynic acid, and
Crepis palaestina seed oil is made up of about
60% vernolic acid (12,13-epoxy-9-octa-
decenoic acid). Here we characterized the
enzymes involved in the biosynthesis of cre-
penynic and vernolic acid in C. alpina and
C. palaestina (6). Microsomes from devel-
oping seeds of C. alpina, prepared in the
presence of reduced nicotinamide adenine
dinucleotide (NADH), converted [M*C]li-
noleate into ['*Clcrepenynate (Table 1).
Similarly, microsomes from developing
seeds of C. palaestina converted [**C]li-
noleate into ['*Clvernoleate. The results
indicated that both the Al2 acetylenic
bond—forming and Al12 epoxidation reac-
tions used acyl chains with a carbon double
bond at the A12 position as substrate.
These reactions, and the A12 desaturase,
required NADH or NADPH and were in-
hibited by cyanide (Table 1). Unlike the
Euphorbia lagascae epoxygenase, which is
likely to be a cytochrome P-450-type en-
zyme (7), the C. palaestina epoxygenase was
unaffected by carbon monoxide or antibod-
ies to cytochrome P-450 reductase (8). Both
the A12 epoxygenation and Al2 acetylena-
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