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Local Orbital Forcing of Antarctic Climate
Change During the Last Interglacial

Seong-Joong Kim,* Thomas J. Crowley, Achim Stdssel

During the last interglacial, Antarctic climate changed before that of the Northern Hemi-
sphere. Large local changes in precession forcing could have produced this pattern if
there were a rectified response in sea ice cover. Results from a coupled sea ice~ocean
general circulation model supported this hypothesis when it was tested for three intervals
around the last interglacial. Such a mechanism may play an important role in contributing
to phase offsets between Northern and Southern Hemisphere climate change for other

time intervals.

One of the perplexing problems in Pleisto-
cene climatology involves the factors re-
sponsible for Antarctic climate change. Al-
though orbital insolation variations play a
major role in driving Pleistocene climate
change (1), the precessional component of
orbital forcing is almost out of phase be-
tween the Northern Hemisphere (NH) and
Southern Hemisphere (SH), so any condi-
tions favorable for glaciation and deglacia-
tion in the NH should result in the opposite
response in the SH. For more than 20 years
it has been known that although SH cool-
ing in the Pleistocene accompanied NH
glaciation, SH climate led NH climate into
and out of the last (and other) interglacials.
That is, the SH warmed and cooled before
the NH (1). Carbon dioxide also increased
before NH glacial retreat (2). Yet standard
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explanations for SH climate change rarely
focus on local forcing changes around Ant-
arctica. Most explanations involve more re-
mote processes such as changes in atmo-
spheric carbon dioxide concentration (3),
variations in North Atlantic Deep Water
(NADW) heat transport to the Antarctic
(4), or lowering of sea level causing -expan-
sion of the Antarctic ice sheet. There is,
however, a modest (~1°C) contribution
from mean annual changes in the local
radiation budget at the highest latitudes as a
result of synchronous NH-SH obliquity
changes at the 41,000-year period (5).
Here, we show that local forcing at the
precessional period (19,000 and 23,000
years), which is out of phase between the
NH and SH, may also be important in SH
climate change. We based our study on the
hypothesis that seasonal changes in the Ant-
arctic summer may be proportionately more
important than in the Antarctic winter be-
cause sea ice is much closer to the freezing
point in summer. This relation may allow a
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rectified response to orbital insolation vari-
ations and may account for some of the
phase offsets in climate change between the
NH and SH. We tested our model with a
coupled sea ice-ocean general circulation
model (OGCM).

We used the Hamburg Ocean Primitive
Equation (HOPE) model (6), which is based
on the primitive equations with a prognostic
free surface (7). The equations are dis-
cretized on the basis of the Arakawa-E grid
(8), and the model has horizontal resolution
of an effective 3.5° by 3.5°, with 11 vertical
layers. The model includes a comprehensive
dynamic-thermodynamic sea ice model (9).
The ocean is forced by climatological
monthly mean winds (10), except for the
Southern Ocean sea ice, which is forced by
daily winds from the European Center for
Medium-Range Weather Forecast analyses.
The treatment of surface temperature and
salinity is dependent on the presence of sea
ice. In ice-free grid cells, sea surface temper-
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Fig. 1. Key climate records from the mid- and high
latitudes of the Southern Hemisphere. (A) Simu-
lated maximum summer temperatures T, . at
80°S [from (6)]. (B) Vostok (80°S) ice core CO,, and
temperature variations. (C) Estimated Southern
Ocean sea surface temperatures (SST) at 45°S
and deep sea 3'80 record (7). The ice core CO,
and temperature are from (76) and (77); the time
scale is ice core extended geological time (EGT)
(77). Vertical dashed lines represent time intervals
examined in this study. The slight offset between
45° and 80°S in the timing of the cooling event at
106 ka could be a chronology problem (2, 17), but
it could also reflect real lags within the SH.
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ature and salinity are relaxed to prescribed
air temperature (11) and salinity (12).

To obtain the surface temperature re-
sponse to the orbital insolation change dur-
ing the Pleistocene, we used a linear version
of an energy balance model (EBM) (13).
This is a two-dimensional model that re-
solves the temperature response to seasonal
insolation forcing as it is modified by geog-
raphy. Although the EBM is a simplified
model, numerous sensitivity experiments
(14) indicate that its response to orbital
insolation changes is approximately the
same as that of atmospheric general circula-
tion models. We chose three time periods
(Fig. 1): 106 ka (thousand years ago) and
125 ka, at which local summer insolations
are at minima (I5), and 135 ka, at which
summer insolation is at a maximum. These
time intervals were chosen because at the
beginning of the last interglacial (130 to 135
ka), CO, and temperature increased before
NH ice sheet melting (2, 16), and tempera-
ture then decreased before NH ice growth
(I). The mid- to high latitudes of the SH

cooled almost as much as at the glacial max-
imum at 106 ka. Earlier linear EBM calcula-
tions (Fig. 1) suggested that local orbital
forcing could play an important role in phase
shifts and seasonal cooling for these time
periods, but some feedback would be re-
quired to translate the forcing into mean
annual temperature changes, such as are es-
timated for the Vostok site (17).

The. strongest EBM temperature re-
sponses occurred during the austral summer
in the SH (Fig. 2). In January at about 80°S,
simulated temperatures at 106 and 125 ka
were about 3.9°C and 1.8°C lower than at
present, respectively, whereas at 135 ka the
temperature was ~1.4°C higher than at
present. We then imposed these tempera-
ture differences on the climatological atmo-
spheric forcing of the sea ice—ocean model
to investigate the change in Antarctic ice
area and the overturning circulation. The
temperature changes were imposed only
south of 45°S in order to isolate the mid- to
high-latitude response of the SH to orbital
insolation changes. After 600 years of inte-
gration, the model reached a quasi-steady
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Fig. 2. Simulated January EBM temperature dif-
ferences from control for 106 ka (A), 125 ka (B),
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cooling and warming with respect to the present,
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state; that is, the climate drift in tempera-
ture and salinity at all model levels was
within the range of 0.01°C and 0.001 psu
per century.

At present, the simulated Antarctic sea
ice area varies from ~4.5 X 10° km? in
austral summer to ~17 X 10° km? in austral
winter (Fig. 3) (18). In the model, at 106 ka
and 125 ka, the mean annual Antarctic ice
area increased by 3.2 X 10° km? and 1 X
10% km?, respectively, and at 135 ka it
decreased by ~1.1 X 10° km?. The biggest
difference was in austral summer (October
to April), with a change of +80%, +40%,
and —40% for 106 ka, 125 ka, and 135 ka,
respectively. Inspection of model time series
(19) indicates a systematic offset from the
control run in sea ice area; that is, the
differences do not appear to reflect model
drift or centennial variability. For 125 ka, a
mean annual cooling was also obtained for
this region in a coupled model run (20), but
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Fig. 4. (A) Present-day annual mean global merid-
ional overturning circulation (SO, Southern Ocean;
SH, Southern Hemisphere; NA, North Atlantic). (B
to D) Differences in overturning circulation from 106
ka (B), 125 ka (C), and 135 ka (D). By convention,
negative values in difference fields for SO intrusion
indicate increased overturning circulation. Note
that strong changes at about 60°S are attributable
to slight meridional shifts of the SO cell.
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that experiment used the full (global) orbit-
al insolation change for this time interval.

Changes also occurred in the modeled
thermohaline circulation (Fig. 4). The
present-day  Antarctic Bottom  Water
(AABW) intrusion across the equator is
~12 sverdrups (1 Sv = 1 X 10° m?/s), which
is close to the flow obtained from a previous
model study (21) and compares well with
recent estimates (22, 23). The model over-
estimates the present-day formation of
NADW (36 Sv) versus recent estimates from
observed sections (27 Sv) (23), but NADW
outflow at 30°S (19) is 17 Sv, which is
realistic. For the 106 ka simulation, the
AABW intrusion increased by 3.3 Sv, while
the production of NADW decreased by 1.2
Sv. At 125 ka, the AABW intrusion in-
creased by 1.5 Sv, and it decreased slightly by
0.6 Sv at 135 ka. The Pacific Basin records
the largest change in deep Antarctic out-
flow, but this response may well be model
dependent.

Geochemical data have been interpreted
as indicating that variations of NADW con-
tributed to Antarctic sea ice meltback during
terminations (4). However, the role of
NADW in terms of forcing SH climate has
been challenged (24). Our results suggest
that changing outflow of deep water from
the Antarctic could change the relative
abundance of northern component water at
any particular site, leading to potential mis-
interpretations of past NADW variations.

Qur results therefore support the hypoth-
esis that the sea ice response to local Mi-
lankovitch forcing changes could affect both
the timing and magnitude of climate change
in the Southern Ocean. Modeled sea ice
change could also conceivably affect CO,
concentration (25), which would then fur-
ther modify sea ice (3). This latter response
might be particularly relevant to the eatly
CO, rise at about 130 to 135 ka (Fig. 1), but
additional feedbacks would be required to
amplify the modest response we obtained for
this time interval. For example, weaker
winds in the Southern Ocean (26), caused
by reduced sea ice, should decrease heat loss
from the ocean (27) and increase sea surface
temperatures. lce-age surface (sea ice) con-
ditions might also be more sensitive to inso-
lation variations. These problems would
have to be addressed with fully coupled mod-
els, which at present do not simulate high-
latitude SH climates well (28) and are too
computer-intensive to be used for a series of
quasi-equilibrium sensitivity experiments.
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