ity on addition of competing monovalent
ligand will confer a degree of flexibility not
possible with avidin-biotin.
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An Analysis of the Origins of a Cooperative
Binding Energy of Dimerization

Dudley H. Williams,* Alison J. Maguire, Wakako Tsuzuki,
Martin S. Westwell

The cooperativity between binding of cell wall precursor analogs (ligands) to and anti-
biotic dimerization of the clinically important vancomycin group antibiotics was inves-
tigated by nuclear magnetic resonance. When dimerization was weak in the absence of
a ligand, the increase in the dimerization constant in the presence of a ligand derived
largely from changes associated with tightening of the dimer interface. When dimeriza-
tion was strong in the absence of a ligand, the increase in the dimerization constant in
the presence of a ligand derived largely from changes associated with tightening of the
ligand-antibiotic interface. These results illustrate how, when a protein has a loose
structure, the binding energy of another molecule to the protein can derive in part from

changes occurring within the protein.

Cooperativity lies at the heart of molecular
recognition, which leads to biological func-
tion (1). It is typically exercised when nu-
merous weak interactions operate simulta-
neously. We may define an interaction be-
tween two molecules of A to give A'A
(dimerization) as being cooperative with
the binding of B to A if the equilibrium
constant for the association of two mole-
cules of BrA (to give B-A-A-B) is greater
than that for A + A — A-A. Here, we
investigate the molecular origins of such
cooperativity and define a method for lo-
cating the origins of cooperative binding
energy. We define the interfacial bindings
in B'A and A-A as “loose” or “tight.” In
tight binding, the bonds that identify the
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individual interactions at the interface give
a relatively large (perhaps near maximal)
binding energy; that is, the average bond
lengths are relatively short. In contrast,
loose binding means that the corresponding
interactions are associated with longer av-’
erage bond lengths, which give an apprecia-
bly lower binding energy than that avail-
able in a tight structure. Loose interactions
occur when the sum of the favorable bond-
ing interactions (enthalpy) is sufficiently
small to be counteracted by the adverse
entropy of binding and when there is a
relatively large amount of residual motion
in the bound state (2).

We provide experimental evidence for
the validity of the above considerations in
the following sequence of steps:

1) The occurrence of loose and tight
interactions, but otherwise involving a
common set of weak bonds, was shown
through the use of proton chemical shift
changes upon association. Using the chem-
ical shift criterion, we showed that associ-
ated structures involving one interface (B
+ A—=>BAorA+ A — AA) tighten at
that interface as the equilibrium constant
for their formation increases.
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2) In cases in which structural tighten-
ing could occur at two different interfaces,
we used the chemical shift criterion to show
the extent to which it occurs at one of these
interfaces. Thus, when B-A*A‘B is formed
from two molecules of B-A, structural tight-
ening could occur at both the B-A (or A-B)
and A-A interfaces. A chemical shift
change at the A-A interface was used to
determine the extent of structural tighten-
ing at this interface.

The cell wall precursor analogs (ligands)
1 to 4 (Scheme 1) bind progressively more
strongly to glycopeptide antibiotics of the
vancomycin group. A common feature of all
these ligand-antibiotic interactions is the
binding of a carboxylate anion of the ligand
into a pocket of three amide NH groups of
the antibiotics (Scheme 2). The binding
constants (K ) of 1,2, 3, and 4 are about
10,3 X 107, IO3 and 106 M“I, respectively
(3). We rccently concluded that one of the
carboxylate oxygen molecules of the car-
boxyl group (which is common to 1 to 4)
binds more intimately to the NH w, (la-
beled in Scheme 2) of the antibiotics as K|,
increases (4, 5). This conclusion was sho»\ m
from the increasing downfield chemical
shifts of w, in the fully bound states.

0 H  CH
HC_ O el
3 \ﬂ/ H3C/U\’?l>\“r
o H o

acetate AcDA
1 2
HaC 7/U\ >\{(
o H H
AcDADA
3
H HGH H
|
HGCYN \<u\
o &H H CH,
CH BNHAc
Ac,KDADA
4

Scheme 1. Cell wall precursor analogs, which
bind progressively more strongly (in the order 1, 2,
3, 4) to vancomycin group antibiotics.

Such phenomena should be general, and
therefore we next sought analogous data in
the dimerization of the glycopeptide antibi-
otics, a property that promotes their antibi-
otic action (6, 7). The antibiotics dechlo-
rovancomycin (5) (R Cl, R, = H),
vancomycin (6) (R = R4 = Cl), chloro-

eremomycin (7) (Ry = Cl), phenyl—
benzylchloIoeremomycm (8) (R; = R,
Cl), and eremomycin (9) (R; = H R

Cl) (Scheme 3) exhibit dimematlon con-
stants in the range of 10% to 10°7 M~L
Ristocetin-pseudoaglycone  (ristocetin-W;
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(Ac,KDADA)
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H §

0 & o H ous
CaHaNHAC

Scheme 2. The binding interface between di-N-
acetyl-Lys-D-Ala-D-Ala (Ac,KDADA) (4) and van-
comycin (6), with the interfacial hydrogen bonds
represented by broken lines and with the moni-
tored proton w, indicated.

10) (Scheme 3), which has some different
peptide side chains than 5 to 9, has a
dimerization constant of 50 M ™!

Despite the large variation in the dimer-
ization constants, the dimer interfaces for
the six glycopeptide antibiotic dimers dis-
cussed here all contain the common ar-
rangement of four interfacial amide-amide
hydrogen bonds (Scheme 4) (6, 8-10). In
particular, the proton x, (Scheme 4) at the
dimer interface suffers a relatively large
downfield shift upon dimerization. The ex-
tent of this downfield shift (ASx{™) was
used to reach conclusions with 1ega1d to the
looseness or tightness of the dimer interfa-
cial structure as a function of the dimeriza-
tion constant (5). The change in chemical
shift of x, (ASX! im) in passing from mono-
mer to dimer structure is much larger in
the case of the formation of a strongly
bound dimer than for that of a weakly
bound dimer (Table 1 and Fig. 1A). We

emphasize that the nuclear magnetic res-

Ry Re

Lim

onance (NMR) experiments gave Adx}
values that corresponded to the d1ffelence
in chemical shift between fully monomer-
ic and fully dimeric species (A8x! ) (5)
and that the smaller Adxi™ values ob-
served for the more weakly dnnerizing an-
tibiotics therefore did not correspond to
only partially dimerized antibiotics. In sum-
mary, the two sets of data indicate that, in
the binding of a ligand to an antibiotic or
in the dimerization of the antibiotics, the
entities come into more intimate contact
as the equilibrium constants for the re-
spective associations increase.

ligand
N(erminu_sﬁl‘ HC H © H
|
.0 N
o PN e
N-H . | N antibiotic
H e H He o O"iH-y=*%backbone
Ry r SR H
o %
N

anlibiouc%"‘ He '0
backbone

Scheme 4. Structure of the antibiotic dimer with
its peptide backbone indicated in bold, shown
here with acetyl-D-Ala-D-Ala (ligand) bound in
each binding site. Hydrogen bonds at the dimer
interface are indicated by open arrows, and those
at the ligand-antibiotic interface are indicated by
dashed lines. N-terminus, NH,-terminus.

The free energy AG values for the con-
versions of the ligand-bound monomers of 5
to 10 to ligand-bound dimers show that, in
all cases, the dimerization is cooperative
with ligand binding (Table 1). The corre-
sponding changes in the chemical shift of x,
for 5 to 10 for the conversion of ligand-

10, ristocetin-y

Scheme 3. Structures of the glyco-

dechlorovancomycin H
vancomycin H

chloroeremomycin 4-epi-vancosamine

phenylbenzylchloro-  4-epi-vancosamine
eremomycin

eremomycin

© ® N o«

4-epi-vancosamine

vancosamine
vancosamine
4-epi-vancosamine
p-phenylbenzyl-4-
epi-vancosamine
4-epi-vancosamine

peptide antibiotics (with the nature of
the R; and R, groups indicated in the
text), which have dimerization con-
stants over the range of about 10? to
106 M1
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bound monomers to ligand-bound dimers
suggest that when dimerization is strong
even in the absence of a ligand (8 and 9),
the cooperative binding expressed in the
presence of a ligand causes little tightening
at the dimer interface (Table 1); that is,
there is little increase in Ad3xj™ caused by
the presence of a ligand (compare Fig. 1, A
and B) (11-13).

If the dimer interface is loose in the
absence of a ligand [small value of the dimer
binding constant K, (and of —AG, )],
an important contribution to the increase
in K, (and of —AG ;) in the presence of
a ligand will come from changes associated
with the tightening of the dimer interface
(increase in limiting chemical shift of x,).
Conversely, if the dimer interface is tight
even in the absence of a ligand (large values
of K, and —AG,, ), then the major por-
tion of the favorable free energy change
that causes an increase in K, in the pres-
ence of a ligand should actually come from
changes associated with the tightening of
the ligand-antibiotic interface, and there
should be little accompanying change in
the limiting chemical shift of x,. The way
in which the cooperative free energy of
dimerization can be partitioned into chang-
es associated with the dimer interface or
with the ligand-antibiotic interface is indi-
cated by sets of hypothetical points in Fig.

(A)

50 -
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20 -

~AGy;, (kJmol1)
O\l

0 T T Il T
0.4 0.5 0.6 07 0.8 0.9

ABX,'™ (ppm)
(B)

50— s
8
o~ P
L 404 7
o ®
£
- 30
< 6
£ 204 49 5 @
T ) [}
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1
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0.6 0.65 0.7 0.75 0.8 0.85 0.9

ABX,im (ppm)

Fig. 1. (A) Plot of —AGy,,, versus AdXI™ for the free
antibiotics 6 to 10. [Modified from (5) and repro-
duced with permission of Current Biology Limited.]
(B) Plot of —AG,,,, versus AdX!i™ for the antibiotic—
di-N-acetyl-Lys-D-Ala-D-Ala complexes for 510 10.

www.sciencemag.org ® SCIENCE e VOL. 280 o 1 MAY 1998

2A. The expectation is that a weakly dimer-
izing compound will largely exercise coop-
erativity by tightening the dimer interface
(arrows joining open and filled circles for
the same antibiotic at a shallow angle to the
horizontal; for example, W in Fig. 2A). In
contrast, a strongly dimerizing compound
will largely exercise cooperativity by tight-
ening the interface with the ligand (arrows
joining open and closed circles for the same
antibiotic at a very steep angle to the hor-
izontal; for example, Z in Fig. 2A).

The experimental data (Fig. 3) follow
the postulated expectation from Fig. 2 re-
markably closely. The weakly dimerizing
antibiotics ristocetin-¥ (10) and dechlo-
rovancomycin (5) dimerized more strongly
in the presence of di-N-acetyl-Lys-D-Ala-D-
Ala than in its absence essentially because
the free energy of binding associated with
changes at the dimerization interface is
more favorable. The more strongly dimeriz-
ing antibiotics chloroeremomycin (7), phe-
nylbenzylchloroeremomycin (8), and er-

emomycin (9) dimerized more strongly in
the presence of di-N-acetyl-Lys-D-Ala-D-
Ala than in its absence largely because the
free energy of binding associated with
changes at the antibiotic-ligand interface is
more favorable in B-A*A‘B than in B-A.
There was little change in the free energy of
binding associated with changes at the
dimer interface. The behavior of vancomy-
cin (6) was between these two extremes.
Our findings have implications for the
study of protein-protein interactions and for
drug design. In both areas, it is common
practice to seek the origins of binding affin-
ity at the interface formed between the
associating entities (14, 15). Our data (Fig.
3) show that when the antibiotics 8 and 9
dimerize more strongly in the presence of a
ligand (relative to its absence), the increase
in the equilibrium constant for dimerization
arises largely from changes associated with
the tightening of the interaction between
the ligand and the antibiotic. By analogy,
when proteins (or, more specifically, recep-

Table 1. Chemical shifts of the proton x,, in monomeric and dimeric forms of the glycopeptide antibiotics
5 to 10 [both in the presence and absence of di-N-acetyl-Lys-D-Ala-D-Ala (Ac,KDADA)]. 8xin  is the
chemical shift.of the proton x, in the antibiotic monomer, 8!l is the chemical shift of x,, in the fully

bound dimer, and A8X!" is the difference between these chemical shifts. AG

is the free energy

dim

change for the formation of a dimer from a monomer.

SXEllywon SXE{Qim ABXZ’“ _AGdirn

(opm) (ppm) (ppm) (kd mol™")
5 572 6.27 0.55 11.9
5 + Ac,KDADA 5.76 6.49 0.73 16.9
6 5.68 6.38 0.70 14.8
6 + Ac,KDADA 5.82 6.57 0.75 20.1
7 5.69 6.47 0.78 24.0
7 + Ac,KDADA 5.67 6.48 0.81 35.9
8 5.66 6.49 0.83 30.8
8 + Ac,KDADA 5.67 6.51 0.84 42.7
9 5.68 6.46, 6.56* 0.83 32.1
9 + Ac,KDADA 5.67 6.52 0.85 43.9
10 5.42 5.90 0.48 9.7
10 + Ac,KDADA 5.58 6.23 0.65 15.8

*When x, showed two chemical shifts because of asymmetry in the dimer, the average of these two values was used

in deriving Adxim.

Fig. 2. (A) Plot of
~AGy,, versus AdxI™ for A
hypothetical data points
for free antibiotics W, X,
Y, and Z (open circles)
and the same set of four
antibiotics when dimeriz-
ing as antibiotic-ligand
complexes (filled circles).
The arrows connect the
hypothetical points for a
given antibiotic, and the

-AGgim

Zoound

B

Y,
bound Xbound

Zhree .

Xbound

/O/i AAGgimer interface

>((ree

Yiree

series of antibiotics W, X,
Y, and Z have increasing
dimerization constants.

(B) Because the free energy of dimerization associated with changes at the dimer interface is defined by
the curve connecting the points (open circles) for the dimerization of antibiotic alone, the extent to which
the filled circle lies vertically above this curve gives the free energy of dimerization associated with

changes in the ligand-antibiotic interfaces.
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Fig. 3. Combined plot of —AG,,, versus A8xi™ for
free (open circles) and ligand-bound (filled circles)
antibiotics 5 to 10. For any one antibiotic, arrows
represent changes occurring upon ligand binding.

tors) have loose structures before binding
another protein (or in the specific case of a
receptor, its natural ligand or a drug), then
a portion of the binding affinity can be
derived by tightening of the internal struc-
tures of the proteins in the resulting bound
state. Given this possibility, the thermody-
namic parameters for protein-protein asso-
ciations, which are perplexing when ana-
lyzed in terms of interfacial interactions
(14), can be seen to have much more com-
plex origins. The findings may also be rel-
evant to transmembrane signal transduc-
tion, most obviously when signal activation
is coincident with receptor dimerization
(16). Suppose a ligand binds strongly to the
monomeric form of a receptor (which itself
dimerizes weakly in the absence of a ligand)
and binds cooperatively to the dimeric form
of the receptor. Such a system is well con-
stituted to produce a tightening of the
structure of the receptor at its dimer inter-
face and hence to assist in ligand-induced
changes in geometry (even without obvious
allosteric changes) at points remote from
ligand binding.
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Elucidation of the Chain Conformation
in a Glassy Polyester, PET, by
Two-Dimensional NMR

K. Schmidt-Rohr,” W. Hu, N. Zumbulyadis

The chain conformation of glassy poly(ethylene terephthalate) (PET) was characterized
by two-dimensional double-quantum nuclear magnetic resonance (NMR). In amorphous
carbon-13-labeled PET, the statistics of the O-"3CH,-"3CH,-O torsion angle were
determined, on the basis of the distinct shapes of the two-dimensional NMR patterns of
trans and gauche conformations. In crystalline PET, the trans content is 100 percent, but
inthe amorphous PET itis only 14 percent (5 percent). An average gauche torsion angle
of 70 degrees (+9 degrees) was obtained. Implications for materials properties of poly-

esters are discussed.

PeT (Fig. 1) and related aromatic polyes-
ters find widespread uses in tough, transpar-
ent packaging materials with good barrier
properties, in polyester fibers, and in thin
films for photographic or magnetic-tape ap-
plications, which represent multibillion
dollar industries (I). The degree of crystal-
linity can vary from O to 50%, and noncrys-
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talline glassy polyesters can be obtained by
quenching from the melt, which produces
transparent films. To understand details of
the materials properties of amorphous and
semicrystalline polyesters, such as glass-
transition and melting temperatures, crys-
tallization rates, maximum crystallinities, or
gas-barrier properties, knowledge of their
microscopic structure is required. Although
the chemical and the crystal structures of
PET are well known (Fig. 1) (2-4), the
chain conformations in the amorphous
state are poorly characterized. The torsion
around the OC-CO single bond (Fig. 1) is

the major degree of freedom; bond lengths
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