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(2) describing reaction rates on a micro
scopic basis. According to the Kramers the
ory, the rate constant accounts for the "fric-
tional" effect of the surrounding medium, 
the immediate chemical surrounding of the 
electron transfer species, and includes the 
TST result as an upper limit. A largely 
empirical concept for understanding the de
pendence of rate constants on thermody
namic and molecular dynamic parameters 
was developed in the 1950s with a subse
quent justification by derivation from basic 
principles (3). For this accomplishment, 

Electron Transfer: Classical 
Approaches and New Frontiers 

Helmut Tributsch* and Ludwig Pohlmann 

Electron transfer, under conditions of weak interaction and a medium acting as a passive 
thermal bath, is very well understood. When electron transfer is accompanied by tran
sient chemical bonding, such as in interfacial coordination electrochemical mechanisms, 
strong interaction and molecular selectivity are involved. These mechanisms, which take 
advantage of "passive self-organization," cannot yet be properly described theoretically, 
but they show substantial experimental promise for energy conversion and catalysis. The 
biggest challenge for the future, however, may be dynamic, self-organized electron 
transfer. As with other energy fluxes, a suitable positive feedback mechanism, through 
an active molecular environment, can lead to a (transient) decrease of entropy equivalent 
to an increase of molecular electronic order for the activated complex. A resulting 
substantial increase in the rate of electron transfer and the possibility of cooperative 
transfer of several electrons (without intermediates) can be deduced from phenomeno-
logical theory. The need to extend our present knowledge may be derived from the 
observation that chemical syntheses and fuel utilization in industry typically require high 
temperatures (where catalysis is less relevant), whereas corresponding processes in 
biological systems are catalyzed at environmental conditions. This article therefore 
focuses on interfacial or membrane-bound electron transfer and investigates an aspect 
that nature has developed to a high degree of perfection: self-organization. 
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Marcus was awarded the Nobel Prize. In the is the corresponding term for the products. 
principal formula involved, the rate of elec- More sophisticated models have also 
tron transfer k is related to the Gibbs free been used for electron transfer in com~lex 

of strong molecular interaction, which is 
needed to bind intermediates to achieve an 
overall favorable electrochemical ~otential  

energy difference between electron donor 
and acceptor, AGO, and the reorganization 
energy A, that is, the energy required for 
thermal reorganization of the molecular en- 
vironment to permit isoenergetic electron 
exchange. This formula was limited primar- 
ily to weak interaction, that is, to a small 
overlap of the electronic orbitals. Vibra- 
tional and collision parameters, as well as 

biomolecular systems. For example, the su- 
perexchange theory has been applied suc- 
cessfully to a variety of systems (5). Electro- 
chemistrv has also drawn substantial advan- 

of the total reaction. It cannot be easily 
described theoreticallv because the com- 
plicated quantum mechanical interaction 
would have to be considered. Work on "in- 

tages from these concepts, especially since 
Gerischer matched them with solid state 
quantum mechanical schemes to describe 
isoenergetic electron exchange between en- 
ergy bands in solids and in redox systems in 
solution ( 6 ) .  In all of these cases, electron 
transfer can be inverted. The medium plays 
only a passive role, acting as a thermal bath. 
It provides the Boltzmann-distributed po- 
larizational fluctuations needed for the 
preparation of states before the isoenergetic 
electron exchange. In the 1980s, the fric- 
tional effect of the fluctuatine medium in 

ner sphere" electron transfer has provided a 
good basis for qualitative understanding (9) 
although it does not yet adequately con- 
sider the dynamics of structural order gen- 
erated during coordinative electron transfer 
processes. 

The Marcus formula and the quantum 
mechanical intuitive Gerischer approach 
for interfaces ~redic t  identical reactivities 

intervening molecular structures, are addi- 
tionally considered and add varying degrees 
of sophistication to the electron transfer 
model (4). 

for electrons reacting from given electron 
levels irres~ective of the nature of electron- Passive Medium, Weak Interaction 
ic states involved (polar bonding, nonbond- 
ine transition metal d state. and sulfur s . In spite of being theoretically limited to 

weak interaction and to quasi-equilibrium 
statistical processes, the Marcus formula has 
been applied successfully to many problems 
of electron transfer, both in chemistry and 
biology: 

k = A exp(-AG*/kBT) (1) 

., 
analogy to the Kramers theory was intro- 
duced by Zusman and elaborated by Sumi 
and Marcus (7). However, in all of these 
theories, the specific chemistry of the spe- 
cies involved is considered only through 
thermodynamic and statistical parameters. 
This limits the applicability of the theory, 

stGe), provided that the considered param- 
eters (AGO and h) and the solvent condi- 
tions Are comparable. Much electrochemi- 
cal experimental data show that this is an 
idealized situation and that the surrounding 
medium has a crucial effect on interfacial 
electron transfer. In fact, depending on the 
chemistry involved in electron transfer, pas- 
sive self-organization of the medium can be 
applied for more efficient electron transfer: 
For example, electrons of water show no 
reactivity with vacant electronic states (sul- 
fur s states) in the valence band of the 

AG* = w + (AGO + w, - w + h)'/4h (2) in spite of its great success, and raises the 
auestion of what thermal statistics mean 
when electron transfer processes can be as 
fast as 20 fs (8). where A is a preexponential factor, AG* is 

the Gibbs free energy of activation, kB is the 
Boltzmann constant, T is temperature, AGO 
is the Gibbs free energy of the elementary 
electron transfer step, which is -eq  for the 
electrode case (q is the corresponding elec- 
trical potential), Xo and Xi are the solvent 
reorganization energies for the outer and 
the inner sphere, respectively, w is the work 
needed to bring the two reactants, or the 
reactant and the electrode, together, and w, 

Passive Self-organization, 
Stmng lnteraction illuminated. semiconductor CdS, even 

though it would be thermodynamically pos- 
sible (Fig. 1A). 

If, on the other hand, the vacant state is 
generated in the valence band of illuminat- 
ed RuS,, which is a Ru d state, oxidation of 
water will readily occur with a quantum 
efficiency for oxygen evolution of 70% (Fig. 
1B). The key difference is that a missing s 

Many systems for energy conversion and 
catalysis, ranging from photoelectrolysis of 
water to oxygen reduction in fuel cells 
and nitrogen fixation, involve multi- 
electron transfer or selective interactions. 
Such mechanisms occur under conditions 

state electron is equivalent to a missing 
polar bond, whereas a missing d state elec- 
tron increases the oxidation state of the 
interfacial Ru, thus inducing a coordination 
chemical bonding of water species. The do- 
nor engages in transient bonding, during 
which the electron is transferred with high- 
er reactivitv as a result of increased molec- 

Fig. 1. Energy schemes A I 

showing energy bands 
and the sim~lified molec- EnerpV 

ular interfade with water 
of the photoactive semi- 
conductors cadmium sul- 
fide (A) and rutheni- 
um disulfide (B), where 
E,, denotes the standard 
electrochemical poten- 
tial of the redox re- 

ular electronic order (improved molecular 
structure and decreased entropy). Water 
can thus be oxidized in successive steps 
involving stepwise changes of interfacial Ru 
complexes. For Ru chalcogenides, the ef- 
ficiency of oxygen evolution from water 
depends on the density and purity of d 
states in the energy band with which elec- 
trons are exchanged (10). Electron transfer 
is thus enabled and supported by chemical- 
ly induced ligand attachment and re- 
organization, which we may call passive 
self-organization. 

action H,O/O,. In spite 
of satisfied thermody- 
namic conditions, elec- 
tron transfer (visualized 
in the figure) may be 
either suppressed or 
very efficient as a conse- 
quence of passive self- 
oraanization of reactants 

I Reactive 
(passive self- 
orgen-) 

- 
at transition metal cen- . Rud states lntdadal coordination 
ters, as shown for the 
photooxidation of water 

dectrochemisEry via 
transition metal centers - 

Interfacial coordination electrochemis- 
try, based on electron transfer through an 

to molecular oxygen at ruthenium disulfide compared with the nonreactive cadmium sulfide (which does 
not accept electrons from water). 
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energy band derived from transition metal d 
states (I I), has yielded interesting new cat- 
alysts, among them materials containing Ru 
clusters that are very effective in reducing 
oxygen in fuel cells (1 2). They are also very 
selective in being simultaneously insensi- 
tive toward additional suecies such as meth- 
anol. This selectivity, for an illuminated 
FeS, electrode, also means that it will be 
highly efficient in photocurrent generation 
and remain entirely stable against photo- 
corrosion in the presence of iodide as elec- 
tron donor, which can attach as a ligand, 
but will have low efficiency and be unstable 
against corrosion in the presence of a com- 
parable concentration of Fez+ ions. The 
photocurrents involved can be selectively 
inhibited with suitable inorganic and or- 
ganic species, and therefore the electron 
transfer reactions are site seecific. This 
means that iodide is oxidized by coordina- 
tion chemical attachment to the interfacial 
oxidized pyrite-iron, whereas the Fe2+ spe- 
cies are exchanging electrons at neighbor- 
ing sites by tunneling processes or with 
interfacial sulfur acting as a bridge (Fig. 1) 
(1 3). Such a site specificity is not described 
by classical treatments of interfacial elec- 
tron transfer, which consider the collective 
densities of state of an electrode and the 
statistical molecular behavior in its rate 
constants and not the local chemical envi- 
ronment and its ability to engage in tran- 
sient chemical bonding. 

These results emuhasize the need for a 
more elaborate electron transfer theory that 
considers the local electron densitv distri- 
bution and the resulting strong chemical 
interactions. They also emphasize the im- 
portance of a medium, which participates 
in the electron transfer process by allow- 
ing passive chemical self-organization. This 
conclusion is supported by the ease with 
which photooxidation of water is accom- 
plished by electrode materials, which pro- 
vide such reaction possibilities during elec- 
tron transfer. 

Active Medium, Dynamic 
Self-organization 

A passive, thermally acting medium or a 
chemically participating medium for elec- 
tron transfer, engaged in passive self-orga- 
nization, is not the only prospect for elec- 
tron transfer. Because an electron flux is a 
nonequilibrium process, it can be subject to 
conditions of nonlinear irreversible thermo- 
dynamics and pushed to conditions where 
dynamic self-organization is possible. Be- 
cause heat transfer across a Benard system 
(heated viscous liquid in a temperature gra- 
dient) can be substantially accelerated dur- 
ing the autocatalytic formation of organized 
fluid patterns, electron transfer should be 

improved during molecular self-organiza- 
tion. In both cases, the critical conditions 
are autocatalytic loops, which draw a small 
fraction of the energy from the main energy 
flux. 

A key requirement for molecular elec- 
tronic self-organization is that, during elec- 
tron transfer, a small amount of energy is 
not dissipated (passive molecular friction) 
but is provided by the external energy 
source (positive friction). Therefore, the 
medium is required to be active in the sense 
that it supplies some amount of temporarily 
stored energy (for example, in the form of 
phononic excitations or of conformational 
energy) to accelerate the electron transfer 
step. 

The kinetics of molecular reactions can 
be dominated by irreversible thermody- 
namics and self-organization (14). We 
expect that the same is true for electron 
transfer mechanisms and that relevant 
biological energy conversion processes 
involving multielectron transfer at 
environmental temperature (nitrogen fix- 
ation and photosynthetic oxygen evolu- 
tion from water) may take advantage of its 

remarkable possibilities (1 5). 
In attempting to describe self-organiza- 

tion processes on a mesoscopic and micro- 
scopic scale, one principal difficulty arises: 
Self-organization requires the coupling of 
several subprocesses by means of positive 
and negative feedback loops, which leads on 
the mathematical level to genuine nonlin- 
ear equations. The classical theories for re- 
action rates, however, are based mainly on 
linear relations. Thus, for example, in the 
Marcus theory, the approximation of an en- 
semble of noninteracting oscillators model- 
ing the polarizational fluctuations of the 
medium was used. In contrast, the individ- 
ual oscillators in an active medium capable 
of generating positive feedback loops cannot 
be separated because of the nonlinear inter- 
actions between them. The Kramers theory 
is also a linear theory, but fortunately it is 
possible to generalize the basic Kramers 
equation to the case of nonlinear friction 
forces. The Kramers theory models a chem- 
ical reaction as a Brownian motion of a 
particle in a potential well created by a sto- 
chastic-acting environment (Fig. 2A). This 
environment is modeled by two terms, a 

Energy gain 
thmugh active 
friction 

hv 

Active medium 

Fig. 2 Schematic corn- A lass 
parison of the electron throush passive 
transfer interacting in dii- \ fri& _ 
ferent ways with the 
environment (here sym- 
bolized by water mole- 
cules and m a c w  
lar protein helices). (A) 
Ordinary electron trans- 

urn fluctuatkms and hin- 
far driven by the medi- mitatbn 

dered by passiw f&- P ~ m a d l u m  
tional interaction with the 
medium, as described 
by the theories of Kramers and Mar- 
cus. In (A), the crossing of the barrier 

\ 
from left to right denotes the etectron t 
transfer process. (B) Self-organized 
electron transfer drawing energy from 
a tern- act'wated medium (that 
is, a medium storing conform-, 
phononic, or related f m  of energy). 
Here, a rylht q w t  excites an decrtron 
from the grourld state to a higher ex- 

.y:o 4 

cited state. During the subsequent Swumr* a f t h e w a d  tr*n*n state 
re!axatii to a lower excited state (in- 
sMe the left potential well), a part of the c 
released energy is stored temporarily in . .  . 
the swravKfing medium and causes a E w l w  L)smmonfRr 

negatEve fridon that accelerates the 
from equ imm 

ebdronic motion across the potential 
b-histhe Plandtconstantandvis 
the muency. (C) Shapes of the prob- Eb 
W i  distributions inside the potentla! 
well: the near-equilibrium EWzmann- 
like disttibution in the classical Kramers 
probiem @lade line) in mparieon with 
the nonequithim distribution according to the setf-orgmizad activated complex (red line) in the case of 
acW@ friction. In the latter case, the s&sWMly broadened distribution increases the probability of the 
S y S t e m ~ t h e ~ v i i t h t h e ~ e n e r g y E , .  
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stochastic force exciting the particle and a 
svstematic, velocity-deuenilent friction force 

2 A 

drawing kinetic energy frorn the particle. 
T h e  probability per unit time of the particle 
escaping fronl the well then gives the  reac- 
tion rate constant for high and lnedium mag- 
nitudes (kl,,,l,) of the friction coefficient q :  

\vhere oc is the  oscillator frequency at the  
top of the  potential harrier and kc is the  
classical TST result as a n  upper limit: 

~vhere  oh is the  frequency a t  the bottonl of 
the well and El, is the  energetic harrier 
height. For very small friction magnitudes, 
another expression for the  rate constant 
(kl,,,) was derived showing a direct propor- 
tionality to the  friction coefficient: 

where I,: is a constant describing the  action 
integral of the system, rvhicl~ corresponds to 
the  motion across the  harrier tou. 

T h e  friction force in  the classical Kram- 
ers theory is positive and constant. If one  
instead uses a friction force that deueilds o n  
the  main energy of the  system, that is, 
negative for small energy \,slues hut positive 
for larger energy \,al~les, a positive feedback 
in the motion occurs. This positive feed- 
hack leails to self-sustained and stable oscil- 
lations with a well-defined amplitude ( a  
so-called limit cycle in the  theorv of non- 
linear systems). A ~vel l -kno~vn ekarnple is 
the Van-der-Pol oscillator. ~vh ich  describes 
autonomous oscillations in  electric c i r c ~ ~ i t s  
n-it11 a positive feedback. Another  exainple 
is the  violine string, rvhich gains energy 
through the  frictioll rvith the  bo\v and is 
excited to stable self-organized oscillations. 
It turns out that such Van-der-Pol-like 
~lonl inear  friction reuresents the  simulest 
way to   nod el a n  active medium, which is, 
under certain conditions, able to accelerate 
the  molecular motion (Fig. 2B). 

T h e  thus tnodified Krarners equation de- 
scribes the  stationary prohahility distrihu- 
tion of the  system state. Despite the  long 
history of the  Krarners theory, only recently 
have two research gro~lps succeeded inde- 
pendently in solving this equation analyti- 
cally for arhitrary rnagilit~ldes of the  friction 
coefficient (16, 17) .  Before these studies, 
only separate solutions for either very small 
or medi~lln and strong friction forces [tJere 
obtained, and several se~nienlpirical inter- 
~ o l a t l n e  formulas to  o\,ercome this "turn- 
ol7er problem" were suggested. T h e  method 
developed hy Kaeh  et al. (1 7), which uses 

the  theory of matched asymptotic expan- 
sions in a verv clever wav. was sho~vn  to he 
generalizable for the  case of nol~l inear  fric- 
tion forces. Thereby, it was possihle to  oh- 
tain a sohltio~l of the  turnover problenl of 
the modified nonlinear Kranlers equation 
describing the  occurrence of self-organized 
oscillations during the rate process (18). 
T h e  resulting expressioil for the  rate of 
self-organized electron transfer sho\vs a qua- 
dratic exponential dependence o n  the  
height of the  activation barrier El, as \yell as 
o n  two new parameters describing the  en- 
ergy content EL) of the surrounding active 
medium and the magnitude a of the  feed- 
back coupling to the medium. T h e  maxi- 
mum of this expression represents the  ana- 
log to the  TST lilllit of the classical Kram- 
ers approach: 

rvhere w is the  oscillation freuuencv at the  
A ,  

hottom of the  well, fc is a parameter de- 
pending o n  the activation properties, and 
EL,; denotes the  mean energy of the  arising 
limit cycle oscillations inside the  \veil. U n -  
der appropriate conditions, this rate con- 
stant call exceed the  classical TST result by 
several orders of maenitude. This result " 

seemingly contradicts the fact that the  clas- 
sical TST result represents the  upper limit 
for thermally activated reaction rates. T h e  
sohltion of this paradoxical situation is that 
the  classical TST result as a linlitine case of " 
the  classical Kramers problem depends im- 
plicitly o n  the probability dis t r ib~~t ion of 
the  nledium fluctuations, ~vh ich  is Boltz- 
mann-like ( the  ~naxinl~lrn  of the distrihu- 
tioil is located at the  origin of the  phase 
space, s = p = 9, a ~ h e r e  s is the location 
and p is the  Inomenturn of the  Brownian 
particle). In  contrast, the  TST-like limit of 
the  self-oreanized nonlinear Krarners urob- 
lern also depends o n  the underlying distri- 
bution funct io~l ,  n-hich has non-Boltzinan- 
like properties ( the  rnaxitn~lln is not located 
at the  origin and forms a "crater" in the  
two-dimensional phase space; Fig. 2C). 
This remarkable hroadening of the  distrihu- 
tion function leads to a substantial increase 
in the  prohahility of the system reaching 
the barrier top aild therefore escaping the  
~vell .  This illcrease in escape probability 
turns out to he a purely nonequilihriunl 
effect that is only possihle as long as the  
surroundiilg tnedium is energized. 

T h e  form of the  exponent  in  the  ex- 
nresslon for the  self-oreanized electron " 
transfer requires further comment: T h e  
quadratic ilepeildence ill t he  exponent dif- 

fers from the  ~ l s ~ l a l  linear Arrhenius-like 
deuendence in  t h e  TST but forlnallv re- 
s e h l e s  the  quadratic depe~ldence il; t he  
Marcus formula. This latter coincidence 
seems to be rather accidental: T h e  quad- 
ratic form of the  Marcus exponent folloavs 
from the  assunlption of simple parabolic 
potential functions describing t h e  reac- 
tants and the  products, respecti\,ely. 011 
the  other hand,  the  quadratic form in the  
formm~la for the  self-organized electron 
transfer res~llts from the  equally simple 
assumption of a linear dependence of the  
active friction coefficient o n  the  mean 
system energy. T h e  physical reasons for 
hot11 rate constant expressions, however, 
are verv different. T h e  acceleratioil effect 
in  the   arcus us theory is a result of the  
increase of the  thermodynamic driving 
force of the  reaction. In  contrast, t he  ac- 
celeration of the  self-organized reaction 
rate results from the  formation of a tetn- 
porary nonequ i l ib r i~~m state of the  medi- 
um i a ~ h i c h  should not  be confused with 
the  single " n o n e q u i l i b r i ~ ~ l ~ ~  fluctuations" 
ill t he  Marcus theory, which follo~v a 
cluasi-eiluil ihri~~~n distribution). 

T h e  phe~lomenologically derivable co- 
oaerative ln~l l t ie lect ro~l  transfer (19) ,  in  
~ h i c h  e lect ro~ls  are n o  longer tra~lsferred 
independently (as assumeil in  classical 
multielectron transfer theorv) hut are de- , , 
pendent o n  each other,  may he understood 
in  the  follo\ving \yay: An initiating elec- 
tron transfer event  triggers suhseiluent 
ones hy producing "positive f r i c t i o ~ ~ "  
loops. If this l lonli~lear feedback is ade- 
quately adjusted, the  electrons ~vi l l  be 
transferred in  a cooperative way, not  per- 
mitting intermediates, which may inter- 
fere in definine the  electrochemical uo- " 

tential  of the  total  reaction. Many en-  
zymes in biology may function in  such a 
cooperative \yay. A n  example is cyto- 
chrome C3, a ~ h i c h  contains four heme 
groups. K'hen one  heme exchanges a n  
electron, all others change their redox 
potential (20) .  T h e  chance of developing 
such catalysts for real ln~llt ielectron trans- 
fer a ~ o u l d  ohvio~lsly be a great chal le~lge 
for energy conversion catalysis. First, pos- 
sible model systenls may he seen in multi- 
center transition metal catalysts studied hy 
Anson e t  al. (21) ,  ~ v h i c h  perrnit ~ n u t u a l  
interaction through the  chemical "back- 
bone" structure. 

Conclusion and Outlook 

T h e  iinpro\,ements of electron tral~sfer 
tha t  we have discussed, as compared with 
classical electron transfer,  ha^^ to do  with 
a better inanagement of entropy. Photoin- 
duced coordination electrochemistry (Fig. 
1B) may be understood as a passive self- 
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organization. The local chemistry that is 
created at the beginning of electron trans- 
fer leads to a self-assembly of reactants, 
which substantially improves electron 
transfer efficiency and selectivity. Provid- 
ing a positive molecular friction, equiva- 
lent to an autocatalytic loop (Fig. 2, B and 
C) ,  may be understood as dynamic self- 
organization. Here, order is generated far 
from equilibrium by local export of entro- 
py during an entropy-producing irrevers- 
ible reaction. Substantially improved acti- 
vation complexes may be formed for indi- 
vidual as well as cooperative multiple elec- 
tron transfer. 

A main challenge for the future will be 
understanding, designing, and controlling 
molecular chemical environments of elec- 
tron-exchanging centers involving passive or 
dynamic self-organization. Passive self-orga- 
nization is very attractive for energy conver- 
sion catalysis, because small molecules such 
as water or oxygen can efficiently be in- 
volved in electron transfer. Electron flow 
through the energy bands of catalytic elec- 
trode materials must be designed in such a 
way as to permit passive self-organization as 
shown for semiconductor materials with d 
energy band character. 

The detailed structural properties of mo- 
lecular systems necessary to make dynamic, 
self-organized electron transfer possible are 
still unknown. But it seems to be clear that 
the structure of the reacting molecules to- 
gether with the macromolecular environ- 
ment should be organized in such a way that 
it can temporarily store a part of the energy 
input. This energy can be stored as poten- 
tial energy (conformational energy) or as 
kinetic energy (lattice oscillations) as well. 
A possible mechanism fitting into the pro- 
posed simple model would be the genera- 
tion of phonons caused by the partial radia- 
tionless relaxation of the excited system. 
Given appropriate geometrical and me- 
chanical properties of the surrounding pro- 
tein structure, the movement of the pho- 
nons can become a directed flow (so-called 

phonon wind). This momentum flow acts 
like a negative friction on the reaction ten- 

ter, thus transferring some part of the relax- 
ation energy to the reacting subsystem. The 
practical design of such dynamic molecular 
self-organization for electron transfer re- 
mains a substantial challenge for theoretical 
and synthetic chemistry. 

A possible model system may be the 
20-fs fast electron transfer from excited 
ruthenium complexes into nanocrystalline 
titanium dioxide (8). The electron density 
cloud of the electron during transfer may 
temporarily improve the polar bond be- 
tween sensitizer and acceptor (positive 
friction), thus increasing the momentary 
electron transfer rate in an autocatalytic 
way. The result would be a drastically 
increased overall reactivity as shown for 
dynamic, self-organized electron transfer. 
Cooperative multielectron transfer may, 
on the other hand, already occur in bio- 
logical systems that have developed self- 
organization to a high perfection. Al- 
though the catalytic function of the nitro- 
genase or the manganese complex (22) of 
photosynthetic oxygen evolution, after 
resolution of essential details of the mo- 
lecular structures, is still not very clear on 
the basis of classical understanding of elec- 
tron transfer, it may be possible to under- 
stand them as a self-organizing nonlinear 
system for multielectron transfer. Here, we 
have to be prepared to accept that highly 
nonlinear systems often escape simple 
chemical intuition. 
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