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Gas-Phase Ionic Reactions: in solution (6)  (Fig. 1). The transition 
state for the SN2 displacement step (It: in 
Fig. 2 )  has a tighter configuration and thus D vn a m i cs and Mech an ism of entropically less favorable tlran [he tran- 
sition state for formation or dissociation of 

~ b ~ l ~ ~ ~ h  i 1 ic Displacements the ~01nplex ( k - ,  in ~ i g  21, so reactions 
that proceed with measurable rates must 

Michael L. Chabinyc, Stephen L. Craig, Colleen K. Regan, 
John I. Brauman* 

Nucleophilic displacement reactions (the S,2 reaction) of ions in the gas phase are a 
prototypical reaction system that allows a study of dynamics, mechanisms, and struc- 
ture-energy relations. This article reviews aspects of the kinetics (especially the appli- 
cability of statistical reaction rate theory), the relation of structure and reactivity, and the 
effects of small numbers of solvent molecules on the reaction and compares the behavior 
of the ionic reaction in the gas phase with that in solution. 

T h e  study of reaction mechanisms plays an the SN2 reaction, X + RY + RX + Y-, as 
important role in chemistry. By understand- a representative reaction involving ionic 
ing the details of the pathways and struc- species. It has been widely studied and is 
tural effects in reactions, chemists not only an important reaction for interchanging 
learn how to control them to obtain prod- fi~nctional groups and for forming carbon- 
ucts of interest. but also discover and invent carbon bonds or activatine the molecule 
new chemistry. Ions are used extensively in 
organic reaction chemistry as reactants, in- 
termediates, and catalysts because they are 
highly reactive. The solvation energies of 
ions can be very large, often hundreds of 
kilocalories per mole, so differences in sol- 
vation energy can easily mask differences in 
intrinsic reactivity between similar species 
(1 ). Thus, by studying ionic reactions in the 
gas phase, without solvent, we can learn 
about the intrinsic behavior in ionic reac- 
tions and thereby expose the role of the 
solvent. Furthermore, by studying the effect 
on these reactions of adding sol\,ent mole- 
cules one at a tinle (microsol\,ation), we 
can learn how reaction dynamics and po- 
tential energy surfaces (PESs) change with 

u 

for this purpose. We have drawn exten- 
sively from our own work, as in a review of 
this length it is impossible to do justice to 
all of the important, recent organic 
mechanistic work from other laboratories 
(2-5) . 

The PES for gas-phase SN2 reactions is 
now widely believed to be a double-well 
potential ( I ) ,  in contrast to the situation 

I increasing solvatlon. 
I 

~E,,~,(reactants) AEsolv(TS' AESolv(products) 
In thls over17ielx, we concentrate on 

I 
[ x c H ~ x ] - ~  n 
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typically have transition state energies for 
the disnlacelnent sten that lie below the 
energies of the reactants. Because the en- 
ergies of intermediates and transition - 
states lie below the energies of the initial 
reactants, and because gas-phase reactions 
are often best carried out at low uressure 
where the intermediates cannot be stabi- 
lized, the determination of the transition 
state energy is more difficult than is the 
case in solution. Early studies showed that 
when a complex \vas formed between 
methyl chloride and a chloride ion, the 
chloride that was added could be trans- 
ferred to another neutral molecule, where- 
as the chloride in the methyl chloride 
retained its identity and was not trans- 
ferred (7).  Although these halide-methyl 
halide complexes correspond to interme- 
diates in reactions, the barrier to reaction 
is sufficiently high that they are effectively 
unreacti1.e in the displacement process. 
Recently, it has been possible to charac- 
terlze Ss2 reactions [nore completely. 
Both reactant and product complexes in 
unsymmetrical reactions have been isolat- 
ed and shown to be different (8, 9),  and it 
has been possible to activate the reactant 
complex with infrared multiple photon ir- 
radiation (8) or by collisions (9-1 1 )  and 
comnlete the reaction. In addition. Des- 
sent and Johnson have cooled the SN2 
ion-dipole complex in a supersonic expan- 

Fig. 2. PES for a generic gas-phase S,2 reaction. 
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sion, allowing structural characterization 
with negative ion photoelectron spectros- 
copy (12). They have also succeeded in 
triggering the ground-state reaction from 
the stabilized complex through photoexci- 
tation of the diabatic (Evans-Polanvi) , , 
electronically excited states (1 3). 

A number of issues involving the gas- 
phase ionic SN2 reaction are currently 
being studied, and we address some of 
them here. Do these reactions obey statis- 
tical reaction rate theory? How does sol- 
vation affect the dynamics of these reac- 
tions, and what is the effect of adding 
solvent molecules one at a time (microsol- . ~~ 

vation)? What structure-energy relations 
can be found in the gas-phase reactions, 
and what generalizations can be made 
about the SN2 reaction? 

Kinetics 

Thermodynamic information about the 
endpoints and intermediate complexes of 
gas-phase SN2 reactions is often obtained 
from direct measurement of an equilibri- 
um constant, either from exchange reac- 
tions (14) or in a high-pressure mass spec- 
trometer (HPMS) (5, 9). Although some 
activation energies have been determined 
from Arrhenius-type behavior in HPMS 
studies (5, 9),  the energy of the transition 
state is usually inferred from gas-phase 
kinetics at low pressures, where the ab- 
sence of thermalizing collisions leads to 
nonequilibrium energy distributions. A 
microscopically rigorous characterization 
of the reaction kinetics requires a detailed 
molecular dynamics study, a costly and 
time-consuming exercise. 

The gas-phase kinetic data can be inter- 
preted simply by using the scheme in Fig. 2, 
if a few assum~tions hold. If we assume that 
the minimum-energy reactant complex 
X--CH3Y (Fig. 2) is a true reactive interme- 
diate in essentially all collisions (that is, 

Fig. 3. Vibrational modes in S,2 complexes: (A) 
intermolecular modes, (B) intramolecular modes. 

contributions from direct reactions and 
nonreactive elastic scattering are negligi- 
ble), then the rate constant for formation of 
the intermediate is the classical collision 
rate constant, kl, between the reactants and 
is easily calculated (15). To  understand the 
overall reaction kinetics we need only un- 
derstand the kinetics of the intermediate 
(1 6)-how often it reacts to give the prod- 
uct complex, k2, or dissociates to regenerate 
reactants, k-,. 

The kinetics of the intermediate are 
straightforward if energy redistributes on 
the time scale of the reaction and if a 
transition state can be properly defined 
(1 7). The dynamics of a system in which 
these two assumptions hold are often said to 
be "statistical"; kZ and k-, can be deter- 
mined by calculation of the partition func- 
tions at the transition states of interest, a far 
more convenient recourse than detailed mi- 
croscopic dynamics. 

Purelv statistical behavior is one limit of 
possible reaction dynamics; at the other 
limit the reaction outcome is very sensitive 
to the initial reactant state. The actual 
reaction dynamics of most systems fall 
somewhere between these two limits, and 
understanding where a reaction is on that 
spectrum is essential to a proper interpreta- 
tion of experimental results. Ion-molecule 
reactions generally approach the limit of 
statistical behavior because the deep well of 
the reactant complex on the PES enables 
formation of a relatively long-lived inter- 
mediate in which energy redistributes be- 
fore reaction. Statistical theories have been 
used successfully to explain the single-col- 
lision kinetics of many SN2 systems, and the 
PESs obtained from these analyses generally 
agree with those from HPMS (9, 11, 18) or 
theoretical ( 19) studies. 

Recent work has shown that althoueh - 
many SN2 reactions can be treated statisti- 
callv. selected svstems behave nonstatisti- 
call;' to the exient that direct dynamics 
need to be considered when interpreting 
experimental observations (20-23). Dy- 
namics calculations by Hase and co-workers 
(20) have shown that some SN2 trajectories 
cross the barrier but then return to the 
reactants by recrossing the barrier (in vio- 
lation of transition state theory), leading to 
reduced reaction rates. 

Another source of nonstatistical behavior 
involves energy redistribution in certain SN2 
intermediates before and after the reaction. 
Examples include the reactions of C1- + 
CH3Br (21, 24) and C1- + CH3C1 (23, 25). 
In particular, there is a dynamic bottleneck 
to energy transfer between what Hase refers 
to as inter- and intramolecular modes (20) of 
the reactant complex (Fig. 3) .  The intermo- 
lecular modes of the complex are closely 
related to the translational and rotational 

modes of the reactants in complex formation 
and dissociation, whereas intramolecular 
modes are related to molecular vibrations, 
which are necessary for crossing the SN2 
transition state. A significant bottleneck 
to energy transfer, therefore, means that 
the initial location of energy can have a 
profound effect on the outcome of a col- 
lision. Indeed, the intermediates in the 
reaction of C1- + CH,Br have been shown 
to be less likely to react when they are 
formed with vredominantlv intermolecu- 
lar energy rather than intramolecular en- 
ergy (21 ). Other evidence for poor energy 
transfer includes product complexes of 
exothermic SN2 reactions that dissociate 
with over 50% of the reaction exothermic- 
ity trapped in vibrational modes of the 
product complex (1 1 ,  26, 27), and a vi- 
brationally excited SN2 intermediate that 
reacts at least four times as often as is 
predicted from statistical theory (28). 

Those Sk,2 svstems that exhibit non- 
1- 

statistical dynamics share similar character- 
istics. They are very small or sufficiently 
energetic that their reaction rate constants, 
k,, are on the order of 10" s-' or greater. 
Reaction time scales of tens of picoseconds 
and less are sufficiently short that they start 
to approach the periods of rotations or in- 
termolecular vibrations of the dissociating 
ion-dipole complex. Because there is not 
enough time to redistribute energy effi- 
cientlv between the intra- and intermolec- 
ular modes, these reactions clearly cannot 
be treated statistically. 

SN2 reactions for larger molecules, such 
as cvano- or benzvl-substituted alkvl chlo- 
rides, appear to follow statistical behavior 
(29, 30). The expected lifetime of the 
intermediates in these systems is greater 
than s, and energy transfer between 
the intra- and intermolecular modes is 
therefore efficient. Most SN2 reactions 
that are structurally complex enough to 
offer insights into organic reaction mech- 
anisms should also proceed through inter- 
mediates that are similarly long lived (31 ). 
Thus, although the gas-phase SN2 reac- 
tions of small or highly energetic systems 
provide an opportunity to study the fun- 
damentals of microscopic organic reaction 
dynamics, the dynamics of larger systems 
are sufficiently characterized by the sim- 
plifying assumptions of statistical theories 
that their intrinsic reactivities can be 
readily discerned. 

Structure and Energetics 

Much of mechanistic chemistry is devoted 
to understanding the effects of structure and 
energetics on reactivity (32), and models 
have been developed to explain these ef- 
fects in SN2 reactions (1 3, 33). The solu- 
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tion-phase SN2 reaction has been studied 
extensively (341, but interpretation of the  
results is comnlicated bv the  effects of sol- 
vation. By'stuhying the  s N 2  reaction in the  
gas phase, intrinsic relations between struc- 
ture and energetics are revealed. Experi- 
mentally, these relations have been deter- 
mined throueh internretation of kinetic " 

data or the  direct observation of intermedi- 
ates o n  the  S,2 PES (8 ,  9 ) .  

Identity exchange reactions are often 
too slow to  be measured experlmentallv, so 
tnost studles of the  effect of structure o n  
reactivity have been carried out with exo- 
thermic reactions (35).  I t  is then necessary 
to distinguish the  effect of a the rmodpam-  
ic driving force o n  the  PES from the  intrin- 
sic kinetic effect under studv. T h e  actual 
displacement process, Itz, of gas-phase S,2 
reactions can be treated as a unimolecular 
isomerkation of the  reactant ior-molecule 
complex to form the  product complex (Fig. 
2).  Marcus theory has been applied to  a 
variety of unirnolecular reactions and is 
therefore well suited for study of SN2 reac- 
tions. Extension of Marcus theory to gas- 
phase S,2 reactions has allon~ed separation 
of the  activation barrier. 1E" .  into its ki- 
netic and therrnodyna~nic components. I11 
the  Marcus equation (Eq. I ) ,  AEo'"s the  
intrinsic activation energy (36),  and l E O  is 
the  exothermicity (Fig. 2) (37,  38).  

In  a quantitative study of Marcus theory for 
the  SN2 reactions of a series of substituted 
benzyl anions with CH3Br (Eq. 2),  the  re- 
action efficiency varied with the  exother- 
lnicity as pedic ted by Eq. 1 (39) .  

For a n  exothermic exchange reaction, 
AEo':' does not correspond to the  energy of 
a physical transition state because there is 
n o  true therlnoneutral analog. However, 
the  S,,2 transition state is likelv to  have 

1 Y 

some of the  character of each c;f the  tv-o 
correspolldillg identity exchange reactions. 
It is reasonable, then,  that the  intrinsic 
barrier 4 E  '% should be near the  mean of the  
barriers of the  exchange reactions (Eq. 3). 
This assit~nption, the  Marcus additivity pos- 
tulate, nlakes it possible to quantify all of 
the individual contributions to S,2 activa- 
tion barriers in tertns of independelltly de- 
tertnined nuantities: reaction exothermicitv 
and barriers to  self-exchange reactions (40).  

T h e  validity of the  additivity postulate in 
S,2 reactions has been de~nonstrated ex- 
perimentally with X and Y = Cl,  Br and 
R = phenyl, C N  (Eq. 4) and theoretically 
from quantutn calculations by N'olfe, 
Mitchell, and Schlegel (41,  42) .  

T h e  Marcus approach makes i t  possible 
to  quantiG "fit;;y" ideas like anion nucleo- 
philicity, which is difficult t o  discern from 
reactions with different entering and leav- 
ing groups. Reactions with tnany nucleo- 
philes may simply be fast because they are 
very exothermic. According to the  additiv- 
ity postulate, each group contributes to the  
activation barrier. Pellerite (43,  44)  sug- 
gested that a good measure of the  nucleo- 
philicity of X is the  intrinsic activation 
energy for the  identity reaction X- + CH,X 

XCH, + X-, obviating the problems of 
different entering and leaving groups. T h e  
Marcus additivity postulate was used to de- 
termine 1E,'" for a series of identity ex- 
change reactions (44).  Halides, for exam- 
ple, whose identity exchange reactions are 
relatively fast, were found to have a greater 
intrinsic nucleophilicity than alkoxides, 
which only react a t  a measurable rate in 
exothermic reactions. T h e  intrinsic nucleo- 
philicity of X was fou l~d  to correlate with 
the  heterolytic bond dissociation energy 
(Eq, 51, indicating that the  SN2 transition 
state has significant charge separation. 

T h e  nature of the  transition state has 
also been examined in a study of intrinsic 
oolar effects. It has been shown for identity 
h i d e  exchange reactions (Eq. 6 )  that  4 
substituents such as R = ben;vl, allvl, and 
cyano stabilize the  S,2 transition state, re- 
sulting in a larger value of 4EL,,ff (Fig. 2 )  
and increased reaction efficiencies by up to  
four orders of magnitude (19,  29).  Equilib- 
rium studies s h o n ~  that the  a substituents 
s t a b i l k  the  ion-molecule conlplex by a 
nearly identical amount. T h e  value of 4E::' 
is therefore independent of the  a substitu- 
ent  for these reactions. Thus, the  charge 
distribution in  the  transition state is essen- 
tially identical to  that in  the  ion-dipole 
complex, and resonance interactions in the  
transition state are unimportant. 

Steric effects of both the  substrate and 
nucleophile o n  S,2 reactivity have been 
studied (4,  5, 9 ,  18,  45,  46) .  Because most 
thertnoneittral reactions are slow, the  rela- 
tive rates of a series of exothermic reactions 
have been cornpared (4) .  Unfortunately, 

their use is limited because alternate path- 
ways such as elimination or proton transfer 
tnay compete and beconle faster than the  
SN2 pathway as the  exothermicity increas- 
es. Reactions of a-cyano alkyl halides are 
fast enough that identity exchange reac- 
tions can be used to study intrinsic steric 
effects. Adding a methyl group to  chloro- 
acetonitrile decreases the  rate of the  iden- 
tity exchange reaction by a factor of 30  
(47) .  These initial stitdies suggest that the  
energetic effect of steric encu~nbrance in  
the  gas phase is similar to  that  in  the  con- 
densed phase. 

Microsolvation 

In  the  gas phase, the  S,2 reaction barrier 
frequently has a lower potential energy than 
the reactants, but in the  condensed nhase 
the  barrier is higher than the  reactants (6)  
(Fig. 1) .  T h e  origin of the  additional barrier 
in solution can be understood bv consider- 
ation of a sitnple Born solvation tnodel 
(48).  T h e  charge in the  transition state is 
delocalized over a larger area than in the  
nucleophile and is therefore less easily sol- 
vated. In  addition to the  static dielectric 
effects of the  solvent, the  dynamics of sol- 
vent motion durine the  reaction must be 
considered. Theoretical analyses by Hynes 
e t  al. (49) and Marcus (38) have shown that  
coupling between the  solvent and reactants 
can have substantial effects o n  condensed- 
ohase reactions. 

Microsolvated reactions, in  which one 
or tnore solvent ~nolecules have been com- 
plexed to  the  nucleophile in  the  gas phase, 
have been used as a rnodel to attempt to 
understand solvation effects o n  reactivity 
(50-52). T h e  t h e r l n ~ d ~ n a l n i c  stabilization 
of ions bv solvent molecules, such as water. 
has been widely studied by equilibrium 
inethods (14,  53) .  For example, the  binding 
energy of water to  a chloride ion is 15 
kcal/inol, with the  addition of a second 
water molecule further stabilizing the  com- 
plex by another 12 kcal/mol (54) .  Solvation 
of the  transition state cannot be studied bv 
equilibrium techniques, but it can be exam- 
ined by analysis of kinetic data and by 
cotnnutational methods. 

For one  of the  simplest lnicrosolvated 
S,2 reactions, Clk.H20 with CH3C1 (Eq. 
7 ) ,  ab  initio lnolecular orbital calculatiolls 
de~nonstra te  tha t  t h e  transition state is 
stabilized less t h a n  C1-. and thus the  bar- 
rier to  reaction is increased relative to  that  
of the  unsolvated reaction 155. 56) .  Tuck-  , , 

er and Truhlar have used a computed PES 
to  perform transition state calculations, 
which predict tha t  the  reaction will be 
Inore than  a 1000 times slon~er than  the  
unsolvated reaction (57) .  A comparison of 
a nonequilibriitm kinetic model, where 
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the degrees of freedom of water participat- 
ed in the reaction coordinate, to an equi- 
librium model, where they did not, showed 
that nonequilibrium effects only contrib- 
uted -10% to the rate constant despite 
the strong coupling of the solvent and 
nucleophile (57). This demonstrates that 
the strength of the solvent interaction 
may not indicate how important nonequi- 
librium effects will be. 

To best study microsolvated reactions, the 
unsolvated reaction must not be controlled 
solely by the collision rate. The reaction 
cannot be too slow, however, or the micro- 
solvated reaction will then become too slow 
to measure. Identity exchange reactions, such 
as C1- with CH3C1, are typically too slow 
(58) to have measurable rates when micro- 
solvated. One solution to the problem is to 
studv exothermic reactions that have measur- ~~ ~ 

able efficiencies when microsolvated. Studies 
by Bohme (59) and Hierl et al. (51) showed 
the effect of stepwise water solvation on the 
reaction of OH- with CH,Cl. One water 
molecule slowed the reaction by a factor of 
-2, and two molecules slowed the reaction 
by a factor of -1000. Study of additional 
solvent molecules was limited by the inability 
to measure increasingly slower rates. Recent- 
ly the reaction rates of F-.H20 with methyl 
halides have been measured (3). The reac- 
tion with CH3C1 slows by a factor of -100 
relative to the unsolvated case, whereas the 
reactions with CH3Br and CH31 decrease 
onlv bv a factor of -2. For these svstems. the 

8 ,  

unsolvated reaction is collision controlled, 
which com~licates internretation of the ef- 
fect of the solvent on the transition state. 

Exothermic microsolvated reactions pro- 
duce both solvated and unsolvated prod- 
ucts. The unsolvated product arises when 
reactions are sufficiently exothermic to 
"boil off" the solvent molecule during the 
reaction. For example, the reaction of OH- 
.H20  with CH3C1 produces both C1- and 
C1-.H20. Interestingly, no C1--CH30H 
was observed (51, 59), although this chan- 
nel is equally exothermic as the production 
of C1-.H20. The experiments do not reveal 
whether the solvent molecule is transferred 
to the product and then lost or whether 
there are dynamic problems with solvent 
transfer to the product. Calculations on the 
reaction path of F-.H20 with CH3C1 sug- 
gest that the solvent transfer occurs after 
the dynamic bottleneck of the halide trans- 
fer step (60). Further experimental and 
computational studies are needed to unrav- 
el the complex dynamics of these reactions. 

Craig and Brauman (61 ) used a different 
approach to study solvation by examining 

C1- identity exchange reactions where an 
alkyl chain with a polar group, S, was co- 
valently attached to the reaction center 
(Eq. 8, S = CN, OH). The stabilities of 
both the transition state and the ion-mole- 
cule complex were found to be sensitive to 
the length of the alkyl chain, but they did 
not correlate with each other. This is con- 
sistent with the different geometries of the 
transition state and the ion-dipole complex 
and indicates that the transition state is 
"solvated" differently than is the ion-mole- 
cule complex. 

For a microsolvated reaction to best 
mimic solution-phase behavior, the solvent 
molecule should follow the entire reaction. 
That is, the reactant, product, and transi- 
tion state should all experience the effects 
of the solvent molecule. The microsolvated 
S,2 reactions that have been studied do not 
have this characteristic and are therefore 
not the optimal models for understanding 
solvent effects. Other microsolvated reac- 
tions where the solvent molecule is fully 
transferred from reactant to product may be 
more convenient for study (62). 

Outlook 

Our insights into the details of the mecha- 
nisms of ionic reactions have been en- 
hanced significantly by studies in the gas 
phase. We have learned a great deal about 
the gas-phase reactions themselves and also 
about their solution counterparts. The work 
has stimulated both theory and experiment 
in the gas phase and in solution. We are 
now in a position to ask detailed mechanis- 
tic questions about other reaction systems 
and to test more completely the conditions 
under which various dynamic models, espe- 
cially statistical ones, are valid. Continued 
development of ion sources such as electro- 
spray and laser-induced desorption will 
present an array of new structural types of 
ions to be studied. New photon sources 
both in wavelength and in time domain will 
expose processes in more detail. Energy 
control of ions and neutral molecules will 
allow a more comprehensive view of dy- 
namics. The future should also bring more 
insights into the nature and effect of 
microsolvation on the dynamics of these 
reactions. 
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turn mechanics, molecular biology, and 
time-resolved spectroscopy and crystallog
raphy. The rapid pace of advances among 
these methods is pushing this goal ever 
closer to reality. 

In the context of this article, "chemical 
dynamics" relates to the pathway by which 
chemical bonds are broken and formed. The 
breaking and making of bonds renders the 
process "chemical," and the term "dynam
ics" hints at the fact that the dominant 
outcome corresponds to the fastest of sev
eral possible pathways. A detailed under
standing of chemical dynamics requires 
knowledge of both electronic and nuclear 
motion along the predominant reaction 
pathway and is often summarized in the 
form of a simple potential energy surface 
that depicts the putative reaction pathway 
as well as its associated dynamics. 

Whether occurring within a protein or in 
the gas phase, chemical transformations pro
ceed on the femtosecond time scale. Conse
quently, direct investigations into chemical 
dynamics require methods that provide fem
tosecond time resolution. Currently, all such 
methods' are pump-probe techniques, where 
an ultrashort pulse of light excites a chro-
mophore and triggers the process to be in
vestigated. The pump-probe approach, 
therefore, constrains the experimental study 
of chemical dynamics in proteins to photo-
biological systems (such as the rhodopsins, 
the photosynthetic reaction center, photoac
tive yellow protein, and phytochrome) or to 
proteins that can be optically triggered (for 
example, the photodetachment of ligands 
from ligand-binding heme proteins). Never
theless, incisive experimental characteriza
tion of chemical dynamics in a small number 
of photoactive proteins should provide suffi
cient constraints with which to test and 
refine general theoretical models of chemical 
dynamics in proteins. 

Chemical Dynamics in Proteins: 
The Photoisomerization of 

Retinal in Bacteriorhodopsin 
Feng Gai,* K. C. Hasson,f J. Cooper McDonald, 

Philip A. Anfinrudl: 

Chemical dynamics in proteins are discussed, with bacteriorhodopsin serving as a model 
system. Ultrafast time-resolved methods used to probe the chemical dynamics of retinal 
photoisomerization in bacteriorhodopsin are discussed, along with future prospects for 
ultrafast time-resolved crystallography. The photoisomerization of retinal in bacterio
rhodopsin is far more selective and efficient than in solution, the origins of which are 
discussed in the context of a three-state model for the photoisomerization reaction 
coordinate. The chemical dynamics are complex; with the excited-state relaxation ex
hibiting a multiexponential decay with well-defined rate constants. Possible origins for 
the two major components are also discussed. 
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