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Mapping the Sensory Mosaic 
Sharon L. Juliano 

Neuroanatomy texts often illustrate the so- 
matosensory cortex of the brain with a 
homunculus, a distorted human figure laying 
on the surface of the brain, each body part 
over the area of the cortex that responds when 
its skin is touched. In fact, the whole sensory 
cortex is a mosaic of such maps of sensory 
space. Once thought to be static, these maps 
are in fact dynamic structures (I). Changes in 
sensory input produced by an event as trau- 
matic as the loss of a limb or something as rou- - 
tine as daily violin practice can cause long- 
term changes in these maps, reallocating a lost 
limb's cortical space to other body regions or 
devoting more cortical space to an often-used 
digit. Changes also can occur quickly, in 
minutes to hours, in response to inputs from 
other brain regions. In a report on page 17 14 
of this issue, Kilgard and Merzenich explore 
the modulation of auditory maps by input from 
the lower part of the forebrain and show that 
this input may be responsible for shaping 
much of the form of cortical maps, both long 
and short term ( I ). 

The basal forebrain is a region of the brain 
most known for its participation in certain 
kinds of learning (2, 3). But the projections 
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from the basal forebrain also play a more glo- 
bal role in cortical processing. Their input sig- 
nals the importance of sensory stimuli to the 
animal--enhancing the response to certain 
stimuli, diminishing responses to others. Al- 
terations in the sensory maps of the cortex, of- 
ten manifest as expansions or diminutions of 
specific representations, can be prevented by 
eliminating input from the basal forebrain. For 
example, after partial elimination of sensory 
input from the skin (such as a nerve lesion) in 

otherwise normal animals, the remaining in- 
tact regions of skin expand their representa- 
tion in the contralateral somatosensorv cor- 
tex. The expansion does not occur after a uni- 
lateral lesion of the basal forebrain. im~licat- , . 
ing this collection of nuclei in mediating the 
plastic changes (4). 

Kilgard and Merzenich investigated how 
the projection from the basal forebrain might 
modulate the maps of the cortex. The authors 
electrically stimulated a nucleus in the basal 
forebrain [the nucleus basalis (NB)] of a rat 
while presenting a sound stimulus. They then 
compared the resulting map of the auditory 
cortex to maps from animals without NB 
stimulation. The map was dramatically al- 
tered by NB stimulation. An unexpected 
finding was that the changes were global, en- 
compassing the entire cortical auditow map. 
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They also found that modifications in the 
remesentation of different freauencies varv 
with the nature of the tone presented in con- 
junction with the basal forebrain stimulation. 
Presenting a temporally modulated tone or 
using two tones results in a different overall 
map than presenting a single-frequency tone. 

Cortical maps can change quickly or 
slowly, but the mechanisms differ somewhat. 
Under the proper conditions, dramatic and 
large-scale alterations in the representation of 
a body part or visual image can shift within 
minutes or hours of changes in peripheral in- 
put (5). During these short-term changes, the 
balance of excitatorv and inhibitorv influ- 
ences is presumably modified, and so-called 
"silent synapses" may be uncovered (6). Some 
changes are slower to develop. Several years 
after nerve damage, the corresponding cortical 
map of the body surface is different from the 
map 6 months or 1 year after the damage (7). 
The long-term changes probably require re- 
structuring of axons and dendrites that specifi- 
cally alters the density of cortical wiring (8), 
although modifications in the balance of exci- 
tation and inhibition probably also contribute. 

The map changes reported by Kilgard 
and Merzenich were assessed after several 
weeks of stimulation and therefore could 
have resulted from restructuring and rewir- 
ing of the neocortex. Only 1 week of pairing 
the tone stimuli with NB stimulation also 
resulted'in a substantial increase in the rep- 
resentation of the selected tone, but not of 
the magnitude found after 3 or 4 weeks of 
conditioning. Thus, map reordering likely 
occurs gradually, probably as a result of ana- 
tomical changes and changes in the balance 
of excitatorv and inhibitorv influences. 

The in& from the basal forebrain is 
mainly carried by neurons that use acetylcho- 
line (ACh) as a neurotransmitter. The basal 
forebrain also allows the neocortex to em- 
phasize behaviorally relevant stimuli (9, 10). 
One aspect of the basal forebrain's function 
in information processing has long been ob- 
vious in Alzheimer's disease, in which the 
basal forebrain degenerates, greatly diminish- 
ing its influence in older cortical regions, such 
as the hippocampus (a region of the brain in- 
volved with short-term memory formation 
and storage). Individuals with Alzheimer's dis- 
ease have difficulty forming new memories, in 
part because of hippocampal damage. 

As emphasized by Kilgard and Mer- 
zenich's results. mesentation of behaviorallv , L 

irrelevant stimuli do not result in changes in 
map representation. That  is, tone stimuli 
presented without basal forebrain stimula- 
tion do not reorder auditory maps to favor 
the selected stimulus. Thus, when the basal 
forebrain functions poorly (as in Alz- 
heimer's disease), the ability to emphasize 
behaviorally relevant stimuli is lost. The 
basal forebrain, therefore, is critical in de- 

termining which sensory representations are 
enhanced and strengthened. " 

Are the functional effects of basal fore- 
brain stimulation mediated solely through 
the basal forebrain's cholinergic neurons? 
ACh  certainly is a plausible candidate both 
to facilitate short-term attentional mecha- 
nisms and to promote long-term plasticity. 
After release, ACh  can influence its target 
cells through two broad classes of receptors: 
muscarinic and nicotinic cholinergic recep- 
tors. It is likelv that most of the cholinereic 
action in the derebral cortex occurs throuih 
muscarinic receptors, although recent evi- 
dence suggests that nicotinic receptors may 
he involved as well, especially for inputs from 
the thalamus 11 1-1 3) .  The ~r imani  effect of 
A C ~  on cortical neurbns seeks to be facilitory 
in that it enhances the firing rate, although 
inhibition also occurs. A t  least some of the in- 
hibitory effects may be due to a secondary ef- 
fect through activation of y-aminobutyric acid 
(GABA)<ontaining cells (1 1 ). ACh's action 
through specific muscarinic receptors, which 
are coupled to heterotrimeric guanosine tri- 
phosphate-binding proteins, leads to a volt- 
age-dependent block of K+ currents (1 1-1 4). 
These events result in a relatively long-lasting 
slow de~olarization, which facilitates en- 
hanced firing of pyramidal neurons (see fig- 
ure). By modulating the train of action poten- 
tials after a stimulus in this way, ACh fine 
tunes the cortical responses so that the 
animal's appreciation of stimuli can be focused 
and enhanced (14-15). In addition, ACh  
sharpens stimulus processing in the neocor- 
tex by rapidly activating certain GABA.com 
taming inhibitory interneurons (1 1,  16). 

O n  a longer time scale. ACh can also fa- " 
cilitate neuronal aclivity. ACh action has 
been com~ared to the well-known mecha- 
nism of synaptic long-term potentiation, 
first described in the hippocampus, which 
causes enhancement of neuronal activity, 
usually at glutamatergic synapses (1 7). In ad- 
dition. ACh's stimulation of muscarinic re- 
ceptors can result in phosphoinositide (PI) 
turnover and subsequent protein kinase C ac- 
tivation. These events lead to phosphoryla- 
tion of specific proteins implicated in devel- 
opment, growth, and plasticity (13) and pos- 
sibly growth of new neuronal branches and 
connections. In addition, muscarinic recep- 
tors can regulate intracellular Ca2+ stores; 
mobilization of Ca2+ stores is crucial for vari- 
ous forms of plasticity (1 3). 

A different line of evidence also suggests 
that the effects of oroiections from the basal 
forebrain are primarily cholinergic. Changes 
occurring in sensory regions of neocortex af- 
ter either application of cholinergic or 
cholinomimetic drugs, or stimulation of the 
basal forebrain, can be pharmacologically 
blocked by cholinergic antagonists. Expan- 
sions of the representation of specific body 

parts can be prevented by delivery of cholin- 
ergic antagonists (9), and receptive-field 
plasticity induced by pairing basal forebrain 
stimulation with auditory tone stimuli can 
be blocked by the muscarinic antagonist at- 
ropine (1 8). Nevertheless, the NB contains 
cells that are not cholinergic but rather con- 
tain GABA or peptides. As a result, lesions 
or stimulation of the basal forebrain cannot 
unambiguously determine whether the corti- 
cal effects are cholinergic, and both the 
cholinergic and GABAergic neurons of the 
basal forebrain have been suggested to coop- 
erate to sculpt the receptive-field properties 
of neurons in sensory cortex (1 7). 

As elegantly demonstrated by Kilgard and 
Merzenich, the enhanced resoonse to a be- 
haviorally relevant sensory stimulus and re- 
sultant reordering of the cortical map can be 
accounted for by input from the basal fore- 
brain. The singular properties of ACh make 
it a likely candidate to participate in this pro- 
cess. The precise mechanisms that remodel 
the cortical maps are not yet clear. The rela- 
tive contributions of "silent synapses" and 
shifts in the balance of excitation and inhibi- 
tion versus the remodeling and new growth 
of cortical structure remain to be determined. 
Both mav occur and their individual contri- 
butions may evolve over time. 
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