
ths analysis d ~ d  not Include medal and orb~ta frontal 
reglons; ne~ther of these regions showed content- 
specfc sustaned activty 

24 In the r~ght hem~sphere, the differences between the 
spatial extents of sustaned act~vaton for face and 
spatla working memory were 6.1 and 3 3 cm3 and 
0.31 and 0 23% signal change In the m~ddle frontal 
cortex, and 1.8 and 1.8 cm3 and 0 39 and 0.25% in 
the inferior frontal cortex (med~ans across subjects; P 
> 0.1 for a compar~sons). 

25 Others (2,4,20) have also drectly contrasted object 
and spatal workng memory and, as we d d ,  they 
found ev~dence for domain specif~city in prefrontal 
cortex. However, ther ev~dence nd~cated that do- 
main specificity is primarily a hemispheric laterai~ty 
effect, w~th left frontal regons specal~zed for object 
work~ng memory and right frontal reglons specialized 
for spatial workng memory In our prevous studies 
of face (7, 14) and in ths study of spatal workng 
memory, we found activatons wth smllar coordi- 
nates, but the activat~ons tended to be b~lateral. 
Smith etal (2) attributed the left lateraizaton of ob- 
ject work~ng memory to rehearsal of a symbolcaly or 
llnguist~cally encoded representailon of the object, In 
this study and previously (14) we have seen left lat- 
eralizat~on for face working memory under condl- 
tions that encouraged more symbolic or verbal en- 
coding of faces, but we have also seen right latera- 
izat~on under condtons that allowed for more im- 
age-based encod~ng (14, 15) We argue that 
laterality effects in visual memory may be ~nfluenced 

by a varlety of factors, such as memory set slze, 
retention interval length, and item famlllarity, all of 
wh~ch may affect the extent to which subjects en- 
gage ~n symbol~c or verbal encoding and rehearsal 

26. Whereas activaton in the superlor frontal sucus was 
ovewheimingly assoc~ated w~th susta~ned act~vity 
dur~ng spatial working memory (89% of activated 
cortex), activaton in the precentral sulcus was a mix- 

ture of voxels demonstrating sustained (53%) and 
transent (43%) act~v~ty dur~ng workng memory as 
w e  as saccade-related act~vity (74%, median per- 
centages for four subjects include overlap). The 
presence of both sustaned and transent activity In 
the precentral sucus at the level of the FEF is con- 
sistent with results of physological stud~es n mon- 
keys that have demonstrated that some FEF neu- 
rons show sustained activity during f~xation or during 
the delays In memory-guided saccade tasks, and 
others show translent actvity dur~ng saccadc and 
pursuit eye movements (27, 33) Transient activity 
observed ~n the precentral sulcus IS Ikey to be reiat- 
ed to eye movements to the locatons where pictures 
appeared, because subjects were instructed to look 
drectly at each picture as it was shown and to avoid 
moving ther eyes durng delay periods Regons of 
the precentral sulcus activated by the spatial working 
memory task but not by the saccad~c eye movement 
task may be related to mechan~sms of oculomotor 
control other than those controlng horizontal sac- 
cades. However, ~t 1s highly unl~kely that sustained 
act~v~ty n the superior frontal sulcus is related to 

Propagating Activity Patterns in Large-Scale 
Inhibitory Neuronal Networks 

J. Rinzel," D. Terman, X.-J. Wang, B. Ermentrout 

The propagation of activity is studied in a spatially structured network model of y-ami- 
nobutyric acid-containing (GABAergic) neurons exhibiting postinhibitory rebound. In 
contrast to excitatory-coupled networks, recruitment spreads very slowly because cells 
fire only after the postsynaptic conductance decays, and with two possible propagation 
modes. If the connection strength decreases monotonically with distance (on-center), 
then propagation occurs in a discontinuous manner. If the self- and nearby connections 
are absent (off-center), propagation can proceed smoothly. Modest changes in the 
synaptic reversal potential can result in depolarization-mediated waves that are 25 times 
faster. Functional and developmental roles for these behaviors and implications for 
thalamic circuitry are suggested. 

Reciprocally inhibitory neural circuits are 
known to be a fundamental substrate for 
rhyth~nogenesis in animals' central pattern 
generator systems (1 ). Subnetworks of mu- 
tually connected neurons were also found in 
various systems of the mammalian brain, 
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such as the hippocampus, neocortex, and 
thalamus (2).  The operation and signifi- 
cance of such interneuronal networks are 
not well understood. Recent studies showed 
that synaptic inhibition can synchronize 
cells, thereby contributing to the genera- 
tion of large-scale rhythmic activities ob- 
served in the thalamus and hippocampus 
(3-5). Another possible function is disinhi- 
bition, where the interneurons projecting to 
a principal neuron are selectively inhibited 
by another group of interneurons. This 
mechanism would require specialized con- 
nectivity patterns between mutually inhib- 
itory cells and with principal neurons (on- 
center or off-center), which are generally 
difficult to identify by anatomical and elec- 
trophysiological experiments. In the present 
work, we demonstrate by model simulations 
that the spatiotemporal activity patterns of 

oculomotor control because current and prevlous 
eye movement studies In humans have locallzed ac- 
t~v~ty related to visually guided saccades, self-paced 
saccades, smooth pursuit, and fixation w~thin or 
posteror to the precentral sulcus and not w thn  the 
superlor frontal sulcus (1 7, 18). 
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an interneuronal population display a num- 
ber of unique dynamic features. The cpali- 
tative characteristics dramaticallv d e ~ e n d  , 
011, and therefore can subserve as predictive 
indicators of, the underlying synaptic cir- 
cuit architecture. 

As a specific example, the thalamocor- 
tical (TC)  relay neurons receive powerful 
recurrent inhibition from GABAergic 
cells in the thalamic reticular nucleus 
(RE). How this feedback inhibition is or- 
ganized spatially will determine in part its 
role in the sensory information processing 
within the thalamus 16). The RE-mediat- . , 

ed synaptic inhibition is also critically in- 
volved in the eeneration of the svnchro- 
nous thalamic ipindle oscillation; during 
llght sleep (3).  Moreover, in the thalamic 
slice models one finds spatiotemporally 
organized act~vity in the form of propagat- 
ing waves, which are waves that move 
very slowly (-1 mm/s), on each cycle 
recruiting additional inactive cells in a 
d,istinctive, non-smooth, "lurching" man- 
ner (7, 8). In this paper, we consider a 
spatially structured network of GABAergic 
neurons, which may be interpreted as a 
reduction from a two-population thalamic 
network. The idea is that because the 
TC-to-RE projection is topographic and 
acts via rapid glutamate receptors of the 
a-amino-3-hydroxy-5-methyl-4-~soxazole- 
propionic acid (AMPA) type, the excita- 
tion in a TC cell would result in a barrage 
of inhibitory postsynaptic potentials 
(IPSPs) in the neighboring TC cells 
(through the dlsynaptic TC-RE-TC loop). 
In this idealized view (of the isolated tha- 
lamic circuit), the TC cell layer acts ef- 
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fectively as a cell population with recipro- coupled cells have post-inhibitory re- 
cal GABAergic inhibitory interactions. bound (PIR) properties and they are not 

In our network model, the GABA,- oscillatory (when isolated) for any level of 
maintained input. A model neuron must 
be "released" from inhibition (or tran- 

30 to 50 ms, unless cut short by inhibition. 
Each cell generates a postsynaptic conduc- 
tance in nearby cells with a decay time 
constant T,~, of 40 ms and with weights 
whose spatial footprint is either on-center 
(Gaussian or ssuare steD ~rof i le)  or off- . - 
center (reduced or zero weights near the 

Fig. 1. Spatiotemporal activity with lurching re- 
cruitment waves in a mutually inhibitory network 
model with on-center coupling. The spatially local- 
ized holding stimulus is hyperpolarizing and 
primes the intracellular PIR mechanism so that 
PIR occurs at time t = 0, when the stimulus is 
released. (A) Color plots show membrane poten- 
tial V(x,t ) (depolarization, red; rest, blue; hyperpo- 
larization, green) of neurons with spatial location x 
along the horizontal axis (0 5 x 5 2 mm) and 
increasing t (ms) down the vertical axis. The spa- 
tial profile of synaptic weights is an on-center 
Gaussian cutve (the cutve above the color plot) 
with footprint width about one-tenth of the net- 
work's spatial extent. Default parameter values 
are used here (9). Initial conditions are as follows: 
V(x,O) = V,, = -66 mV for each x except in the 
central region where V(x,O) = -70 mVfor 0.9 5 x 
5 1 . l ;  other variables at each location are initial- 
ized to their equilibrium values for the specified 
V(x,O). Time bar, 200 ms; distance bar, 0.25 mm. 
(B) Membrane potential of a representative neu- 
ron. (C) Synaptic activation variable s(t ) of a single 
cell (black trace), averaged over 20% (red trace) or 
over the whole 100% (blue trace) of the neuronal 
population, with corresponding power spectra 
(D). The power spectra were computed by aver- 
aging over 10 trials, each with 4096 data points 
and a time bin of 5 ms. 

Fig. 2.Off-center inhibition leads to both lurching 
and smoothly propagating recruitment waves. 
Default parameter values and localized stimulus 
are as in Fig. 1, except for an additional 2-mV 
hyperpolarization at t = 0 for 0.86 5 x 5 0.94. 
Here, coupling is off-center inhibition (profile 
above the color plot); y = 1. (A) From each leading 
cluster (isolated red spots) of the rightward-lurch- 
ing recruitment wave emerges a smooth wave 
that travels slowly leftward, with a speed of 0.6 
mm/s. The sustained repetitive pattern has a pe- 
riod of 800 ms. Time bar, 200 ms; distance bar, 
0.25 mm. (B) The velocity of the leading smoothly 
propagating wave plotted against the inhibitory 
synaptic time constant T,, (left panel) or the scal- 
ing factor 1 /c$ for the cellular time constant T, (right 
panel) of PIR recovery. 

center of the synaptic footprint). 
With on-center inhibition, local stimu- 

lation leads to discontinuous recruitment of 
activity throughout the network (Fig. 1A) 
(10). The activity persists with cells firing 
synchronously but only in spatially con- 
fined clusters, with cluster size of the same 
order of magnitude as the synaptic foot- 
print's width. Visually, there is some spatio- 
temporal structure although it is not simple. 
Clusters do not appear as fixed in space, and 
successively firing clusters are spatially well 
separated. The PIR events are brief because 
of self-inhibition. Therefore cells must re- 
ceive multiple cycles of brief inhibition in 
order to adequately prime their PIR mech- 
anism to enable rebound upon release. Con- 
sequently, events in a given locale are also 
sparse in time. The recruitment into quies- 
cent areas proceeds in a lurching manner; 
after a leading cluster fires, the next down- 
stream firing is delayed by a cycle or more. 
The discrete progressive aspects show up in 
diagonal patterning throughout the medi- 
um. A cell's membrane potential time 
course (Fig. 1B) shows growing IPSPs dur- 
ine recruitment before the first rebound 
spyke and highly chaotic fluctuations be- 
tween spikes, generated completely by de- 
terministic network dynamics. Activity, if 
summed on appropriate macroscopic spatial 
scales, looks approximately cyclic in time 
(Fig. 1, C and D). Target circuits or cells 
that employ larger convergence factors 
would receive higher effective frequencies 
from this network. 

When synaptic interactions are off-cen- 
ter inhibitory, a different type of recruit- 
ment wave is seen, smoothly propagating 
but still very slow (Fig. 2A) (10). A local- 
ized initial stimulus (here, slightly asymmet- 
ric) can lead to lurching propagation medi- 
ated by cluster-type firing in one direction 
but smooth nearest neighbor progressive re- 
bounding in the other. Firing durations here 
are longer than in the on-center case. The 
smoothly propagating successive cycles lead 
to periodic signaling across the medium. 
Such patterns can persist globally (as in Fig. 
2A) or, for other parameters or even differ- 
ent initial conditions. the medium can ex- 
hibit transient lurching and smooth waves 
that seem to emerge randomlv then d i sa~-  - 
pear (1 1). The recruitment wave slows if 
cells experience or need longer hyperpolar- 
ization before they can rebound; for exam- 
ple, if either the synaptic time constant T!~,, 
or the time for PIR priming increases (Fig. 
2B). When T,,, is too small, synaptic inhi- 
bition becomes too brief to elicit postin- 
hibitory rebound excitation, and the wave 
pattern disappears. 

In some parameter regimes, a localized 
stimulus can initiate propagation of a single 
smooth PIR pulse (Fig. 3B) (10). Solitary 
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waves approaching from opposite directions 
into resting medium annihilate upon colli- 
sion (1 1). Although the behavior appears 
reminiscent of an isolated action ~otential  
propagating along an axon, the mechanism 
is quite different (1 2). A major difference is 
that a PIR wave leaves a trail of synaptic 
inhibition in its wake. This trailing inhibi- ., 
tion can promote a subsequent rebound 
event as it wanes (as in Fig. 2A). However, 
in Fig. 3B the time constant for synaptic 
decay is much smaller than that for reprim- 
ing the PIR mechanism. The synaptic cur- 
rent dies away too quickly to produce an 
adequately prolonged inhibition for re- 
priming (Fig. 3C). In contrast, slower syn- 
apses enable the hyperpolarized recovering 
cells to become extra-permissive, enough to 
be reexcited after the leading PIR event. " 
The off-center inhibition leads to the dou- 
ble-humped profile of synaptic activity (Fig. 
3C). 

The cellular mechanism that underlies 
the PIR regenerative response depends on a 
fast autocatalytic process (in our case, rapid 
voltage-dependent activation of Ica,) and 
a slower negative feedback process (slow 
inactivation of Ica-,) (13). Suppose that h 

represents the relative suppressive influ- 
ence, with h = 0 being maximally negating 
(at depolarized levels) and h = 1 being 
permissive (at very hyperpolarized levels); 
at rest, h = h,,,,. To prime a neuron for 
rebounding requires sufficient hyperpolar- 
ization for a duration comparable to the 
time constant T~ of the intrinsic PIR mech- 
anism; this allows h to exceed h,,, by 
enough, so that h becomes adequately per- 
missive (Fig. 3A). The neuron is then hy- 
perexcitable and upon release it will re- 
bound. In Fie. 3B. release occurs because of u ,  

the gap in synaptic drive. Just before re- 
bound, V rises slowly as the gap is first 
encountered (Fig. 3C). During the depolar- 
ized ~hase .  h falls dramaticallv (its fall ter- , . 
min&es the depolarization) to well below 

'rest. 

One can understand the constraints that 
dictate why PIR wave speed must be slow. 
In the network, a neuron receives inhibi- 
tion from its surrounding neighbors weight- 
ed according to the synaptic footprint 
whose characteristic length is A. If a PIR 
wave approaches a quiescent cell with speed 
c,  the cell is inhibited for a time approxi- 
mately A/c and this time should exceed T ~ .  

Thus, c must be small enough. Moreover, 
this simple bound (and the computed value 
of c,  see Fig. 2B) decreases inversely with T ~ .  

For example, if A = 100 bm and T,, - 100 
ms then c must be less than a few millime- 
ters per second, as in the case of lurching 
waves in the thalamic slice (7, 8). Such 
speeds are orders of magnitude slower than 
either the spread of population activity in 
networks driven by recurrent excitatory 
coupling (14) or axonal impulse propaga- 
tion. The priming feature and its influence 
on s ~ e e d  contrasts substantiallv with the 
situation for axonal impulse propagation, 

Fig. 3. Dynam~c features of local and propagated 
solltary responses. (A) (left panel) Isolated neuron 
model shows rebound response upon release 1" 
from hyperpolarizing current, provlded current is 1 ; 
adequately strong and of long enough duration. a o  
Parameters are adjusted from default values in 
order to enhance the gradedness of PIR re- 
sponse: g,, = 0.75 mS/cm2 and T, = 0 ms (so , 
that T,, = 30 ms); the initlal condition IS V = -65 
mV and h = 0.24 for a holding current of 1 p N  1 

cm2. (Right panel) Representation of an isolated 
cell's PIR response in the V - h phase plane. Thin 
solid cutves are the V and h nullclines for the 
resting neuron (27, 22); their intersection (solid , 
circle) represents the stable rest state at (h,,, \.;I, 
V,,,). For superposed hyperpolarizing input (net f"- 
input current, -2.5 pNcm2) the Vnullcline moves 11 

upward (dashed cutve) and there is a new hyper- 
polarized steady state (open circle); here, h is 20.8 
more permissive than at rest (h = he,,). The thick 1 '- . oa 
cutve with arrowheads is the V - h trajectory of *fi 
the PIR response after release of the input current. F$ 

(B) A solitary smooth wave propagates from a . gRp 

locally stimulated region. The off-center footprint 
, - aQ 

has a square step profile (X = 200 pm and A,,, = 

100 pm) Similar results are found for off-center 
Gaussian synaptic weights. The model with de- 

' 

fault parameter settings does not support a soli- 
tary wave. Here, parameter values that differ from 
the default are as follows: T, = 800 ms, g,, = 2.5 
mS/cm2, and k, = 1 (ms)-l, k, = 0.1 (ms)-l. Initial 
conditions are as in Fig. 1, translated to the right 
end. (C) Spatial profiles of V, h, and st,, at t* = 

1000 ms [thin horizontal line, marked by the as- 
terlsk in (B)] for the solitary traveling pulse In (B). 
The heavy bar indicates 200 ms. 

omom *, 0s $2 1.s 1, 
3 'm:' 

converts slow lurching recruitment by inhibition to 
nearly instantaneous propagation of the depolar- 
izing event. Parameter values are as in Fig. 1, 
except that here the on-center footprint has a 
square step profile. (A) The medium is stimulated 
periodically in time with a square pulse of current 
(30 pNcm2, 50 ms) over the centered region: 
0.9 5 x 5 1 . l .  The linear ramp of V,, (t ) (1 5 mV/s) 
simulates increasing intracellular chloride concen- 
tration. Time bar, 500 ms; distance bar, 0.25 mm. 
The early phase of response shows lurching 
waves and irregular cluster firings as in Fig. 1A. 
The medium is inexcitable during the middle 
phase when V,, is close to V,e,; synapses are 
only shunting. When GABA, synapses are ade- 
quately depolarizing from the resting state, re- 
cruitment spreads rapidly (-25 times faster than 
lurching waves), with near-simultaneous firing in 
response to the depolarizing stimulus. If V,,, were 
to increase even more, the neurons would steadily 
depolarize. (B) Magnification of 320-ms time win- 
dow as indicated by the vertical bar in (A) shows 
the fast propagation event. 
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where the slower time scales of membrane 
recovery (like the gating time constant of. 
the delayed rectifier potassium current) 
hardly influence conduction speed {12). 

The possibility that PIR activity may 
propagate smoothly depends crucially on 
the interaction between the intracellular 
(intrinsic) and the intercellular (network) 
features of our model. If each neuron is 
rebound-excitable but does not oscillate for 
maintained input, then the off-center pro
file of the synaptic weight footprint is im
portant. Without this spatial gap in the 
inhibitory spread, the essential requirement 
for space-time translation invariance of a 
traveling wave cannot be met. Imagine the 
time course of a neuron during a rebound 
event. The depolarizing phase is preceded 
by hyperpolarization and then begins when 
the cell is released from the GABAA-medi-
ated synaptic input. If this temporal trajec
tory is to be interchangeable with the spa
tial profile (as in Fig. 3C), then the locale 
under a depolarized regime must not be 
inhibited. This implies no inhibition of self, 
and by continuity, of nearest neighboring 
cells, which is an off-center profile for in
hibition (15). The narrower this footprint's 
gap is, the slower is propagation, and if it is 
too narrow propagation will be precluded. 

The substantial differences between the . 
inhibition-induced recruitment that we 
have shown and the well-known excita
tion-driven waves may be directly demon
strated with our model. By dynamically 
modulating the reversal potential V of 
the GABAA synapses, the synaptic cur
rent's sign may be changed, as occurs in the 
circadian pacemaker network or during de
velopment or high activity {16). To illus
trate the dramatic effects of such modula
tion, we slowly increase V (from 20 mV 
below resting potential as in Figs. 1 through 
3) while locally stimulating the network 
with brief depolarizing pulses every 500 ms. 
Using on-center synaptic weights, the ac
tivity evolves from spatially localized re
bound clustering to quiescence and unre
sponsiveness when Vsyn is near Vrest and 
synapses are truly shunting (Fig. 4) {10). 
Ultimately, the network gains excitability 
and the next brief stimulus leads to very 
rapid propagation of a depolarization wave, 
with no pre- or posthyperpolarization in the 
voltage time course. The propagation speed 
of this event is 25 times faster than that of 
the smooth PIR wave in Fig. 2A, causing 
nearly synchronous discharge of the net
work. A special feature of our rather simple 
model enables this behavior. At rest, our 
model's PIR process is partially primed: hrest 

is not near zero (Fig. 3A). Consequently, 
the spike generator is not totally disabled. 
The system is excitable and it responds 
regeneratively to a brief depolarization. 

Thus when V exceeds Vrest sufficiently, 
this excitability is capable of supporting fast 
long-range communication via local excita
tory but near-shunting interactions. 

Our finding that localized coupling ar
chitecture determines the propagation. 
mode has implications for the thalamic sys
tem. Multiple electrode recordings in slices 
indicate lurching propagation (7) with no 
reported evidence for smooth waves (al
though we urge the use of imaging methods 
whose finer spatial resolution would provide 
more direct and conclusive evidence). 
Therefore, based on computations with our 
idealized model and with a more complete 
two-layer RE-TC model {17), we suggest 
that functional coupling in the disynaptic 
pathway TC-RE-TC is effectively on-cen
ter. Consistent with this suggestion, return 
EPSPs and IPSPs are sometimes seen when 
individual RE or TC cells, respectively, are 
stimulated {18). Direct support for autaptic 
synapses or the footprint shape of localized 
coupling, although present in some systems 
{19)y is not yet available for the thalamic 
circuitry. Our results would also apply to an 
isolated RE subsystem (a thalamic slice in 
which RE-RE, but not RE-TC-RE, coupling 
was operative) if experimental conditions 
were adjusted so that RE cells responded to 
IPSP barrages with rebound bursts {20). 

Our results provoke broader speculation 
about functional implications for distribut
ed networks of GABAergic PIR neurons. 
The regularity of the slow smooth wave 
trains (Fig. 2) suggests utility for a central 
pattern generator, for example, for driving 
slow undulatory motion. It is a challenge to 
account for the emergence of pattern or 
computational ability on long time scales 
based on cellular mechanisms with much 
shorter time scales. Such slow waves might 
be employed in applications requiring long-
delayed dynamic memory. In analogy to 
how the auditory system identifies the lo
cation of sound sources, slow propagation 
on delay lines could be used for detection of 
events that are temporally separated by 
hundreds to thousands of milliseconds. 
Whether the slow recruitment and main
tained inhibition-mediated patterns seen 
here can still arise in networks having some 
degree of recurrent excitation will require 
additional study. Regardless, the different 
spatiotemporal patterns become signatures 
for identifying qualitative intrinsic and cir
cuit properties even in isolated networks. 
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1/[1 + exp((\/ + 70)/4)], Th{V) = T0 + Tl/(1 + exp((\/ + 
50)/3)), and <\> = 1.3 is a scaling factor for 7h. The total 
synaptic drive is stot{x,t) = J w{x - y)s(y,t )dy, where 
the distance-dependent connectivity footprint w{x) = 
A exp(-x2/A2)[1 - 7 exp(-x2/A2 )] with A = 200 
ixm, A = 140 |xm, and A is cnosen such that 
jf w{x)dx = 1; 7 = 0 if the coupling is on-center. In the 
text, "footprint width" and "gap width" refer to the 
lengths 2X and 2 AgapJ. respectively. The gating vari
able for the synaptic current s{x,t) obeys a first-order 
kinetics [see Wang and Rinzel (5)], ds/dt = 
kfSjV ^[1 - s) - k,s, wheresjl/) = 1/(1 + exp[-{V 
+ 35)/2]}, kf = 0.5 and kr = 0.025 [in (ms)"1 Tsyn = 
Mk]. Other used parameter values are Cm = 1 |xF/ 
cm2; T0 = 30, and T1 = 500 (in ms); gL = 0.4, gCa_T 

= 1.5, and gsyn = 5 in mS/cm2; VL = -70, Vc = 
+90 and Vsyn = -85 (in mV). For numerically solving 
the model's equations, we approximate the contin
uum formulation by discretizing in space, using N 
cells equally distributed along the network's length L 
(arbitrarily chosen as 2 mm); N = 200 unless stated 
otherwise. The spatially discretized version is numer
ically integrated in time using a second-order modi-
fied-Euler method with §t = 0.5 ms. Accuracy was 
confirmed by achieving agreement after adequately 
refining the temporal and spatial discretizations. 

10. The model's spatiotemporal activity can be dynami
cally visualized over the Internet by using an MPEG-
capable browser, opening the Web site http://www. 
pitt.edu/~phase, and going to the section "Movies of 
waves in a simple PIR inhibitorily coupled network." 

11. J. Rinzel, D. Terman, X.-J. Wang, B. Ermentrout, 
data not shown. 

12. During an axonal action potential's upstroke, the 
slower negative feedback processes (such as inac-
tivation of the sodium current or activation of some 
potassium currents) remain approximately at their 
resting values. In PIR, the negating state of such 
slower feedback processes must be reduced from 
resting levels by prehyperpolarizing the membrane 
so that rebounding can occur (3, 7, 8). This feature 
intimately involves the kinetics of negative feedback 
in the rebound upstroke. Also, a spatially symmetric 
and localized initial depolarization on an axon typical
ly yields just two impulses, one propagating away in 
each direction. In striking contrast, for PIR, release 
from a localized and symmetric initial hyperpolariza
tion can lead to widespread maintained activity, be
hind the recruitment front. 

13. The behaviors shown here do not require /Ca_T per 
se. Because PIR is qualitatively equivalent to anodal 
break excitation, there is a class of membrane mod
els that when used in a network formulation like ours 
show activity patterns as reported here. We have 
found slow lurching and smooth waves by using a 
Morris-Lecar-type action potential model [see {21)] 
that has a fast, non-inactivating, inward current and 
slower outward current {11). 
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Linkage of Adhesion, Filamentous Growth, 
and Virulence in Candida albicans 

to a Single Gene, INTI 
Cheryl A. Gale, Catherine M. Bendel, Mark McClellan, 
Melinda Hauser, Jeffrey M. Becker, Judith Berman,* 
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Adhesion and the ability to form filaments are thought to contribute to the pathogenicity 
of Candida albicans, the leading cause of fungal disease in immunocompromised pa- 
tients, lntl p is a C. albicans surface protein with limited similarity to vertebrate integrins. 
INTl expression in Saccharomyces cerevisiae was sufficient to direct the adhesion of this 
normally nonadherent yeast to human epithelial cells. Furthermore, disruption of INTl in 
C. albicans suppressed hyphal growth, adhesion to epithelial cells, and virulence in mice. 
Thus, INTl links adhesion, filamentous growth, and pathogenicity in C, albicans and lntl p 
may be an attractive target for the development of antifungal therapies. 

Candlda albicans is the leading cause of - 
invasive fungal disease in premature infants, 
diabetics, surgical patients, and hosts with 
human im~nunodeficiency virus infection or 
other immunosuppressed conditions. De- 
spite appropriate therapy, mortality result- 
ing from systemic C .  albicans infection in 
immunocompromised patients approaches 
30% (1). The  pathogenesis of C .  albicans 
infection is postulated to involve adhesion 
to host epithelial and endothelial cells and 
morphologic switching of yeast cells from 
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the ellipsoid blastospore to various filamen- 
tous forms: germ tubes, pseudohyphae, and 
hyphae (2) .  

The  C. albicans gene INTl was original- 
ly cloned because of its similarity to verte- 
brate leukocyte ,integrins (3) ,  adhesins that 
bind extracellular matrix proteins and in- 
duce morphologic changes in response to 
extracellular signals (4).  INTl expression in 
the budding yeast S. cerevisiae triggers a 
morphologic switch to fila~nentous growth 
13). In C .  albicans. ~ n u l t i ~ l e  adhesins medi- ~, 

ate attachment to epithelium, endothelium, 
or e late lets 15-8). Because laboratorv ~, 

strains of S ,  cerevisiae have few adhesins (7), 
we investigated whether In t lp  is present on  
the cell surface and can function as an 
adhesin when it is ex~ressed in S. cerevisiae. 

When intact S. cerevisiae cells expressing 
INTl were treated with an im~ermeant  bi- 
otinylation reagent, Int lp  became biotin- 
labeled, indicating that at least one portion 
of Int lp  was on the exterior cell surface (Fig. 
1A). Nonsurface proteins, such as Raplp, an 
abundant nuclear ~ r o t e i n ,  were not biotin- 
ylated (Fig. 1 A).' ~accharorn~ces cerevisiae 
cells expressing INTl (strain YCG101) ad- 

hered to monolayers of human cervical epi- 
thelial cells (HeLa), whereas S. cerevisiae 
cells carrying vector sequences (YCG102) 
and YCGlOl cells grown in glucose [to re- 
press Int lp  expression from the GAL10 pro- 
moter (9)] did not adhere to HeLa monolay- 
ers (Fig. 1B). Furthermore, adhesion of 
YCGlOl cells to HeLa  non no layers was spe- 
cific for Int lp  epitopes: UMN13, a poly- 
clonal antibody recognizing Int lp  amino ac- 
ids 1143 to 1157 [a region predicted to be 
extracellular (3)], inhibited adhesion, where- 
as noni~nmune rabbit i~nmunoglobulin G 
(IgG) did not (Fig. 1B). Thus, the expression 
of Int lp  alone was sufficient to confer adhe- 
sive capacity on S .  cerevisiae. 

INTl expression induces the growth of 
highly polarized buds (3). T o  test the possi- 
bility that the increased surface area of po- 
larized S. cerevisiae cells (Fig. 1C) influences 
cell adhesion, we performed adhesion assays 
with a cdcl 2-6tS strain (JKY81-5-1) (10) that 
forms multiple elongated buds at the permis- 
sive temperature (I  1 )  (Fig. 1C). Adhesion of 
the ~ d c l 2 - 6 ~ 5 t r a i n  to HeLa cell  non no layers 
did not differ from that of YCG102 and was 
significantly less than the adhesion seen 
upon expression of INTl (Fig. lB) ,  indicat- 
ing that filamentous morphology alone is not 
sufficient to explain the increased adhesion 
of INTI -expressing cells. 

W e  next tested the hypothesis that 
INTI is involved in adhesion and filamen- 
tous growth in C .  albicans as well. Both 
copies of INTl were disrupted sequentially 
in C .  albicans strain CAI4 (12) by means of 
a hisG-CaURA3-hisG cassette (13) yielding 
a Ura+ intllINT1 heterozygote (CAG1) 
and a Ura+ intllintl homozygote (CAG3).  
INTI -CaURA3 was reintegrated into the 
genome of a Ura- intllintl homozygote 
(CAG4) to yield the intllintl + INTl het- 
erozygous reintegrant (CAG5) (14), which 
served as an intllintl + INTl Ura+ control 
to ensure that CAG3 phenotypes could be 
attributed to disruption of INTI .  

The  specific adhesion of the C .  albicans 
intllintl strain (CAG3) to HeLa cells was 
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