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Femtosecond Activation of Reactions and the
Concept of Nonergodic Molecules

Eric W.-G. Diau, Jennifer L. Herek,* Zee Hwan Kim,
Ahmed H. Zewail

The description of chemical reaction dynamics often assumes that vibrational modes are
well coupled (ergodic) and redistribute energy rapidly with respect to the course of the
reaction. To experimentally probe nonergodic, nonstatistical behavior, studies of a series
of reactions induced by femtosecond activation for molecules of varying size but having

the same reaction coordinates [CH, — (CH,),_, —

C = O" — products, with n = 4, 5,

6, and 10] were performed. Comparison of the experimental results with theoretical
electronic structure and rate calculations showed a two to four orders of magnitude
difference, indicating that the basic assumption of statistical energy redistribution is
invalid. These results suggest that chemical selectivity can be achieved with femtosec-

ond activation even at very high energies.

The concept of ergodicity in molecules is
central to chemical reactivity. Given the
complexity of molecules with numerous de-
grees of freedom, vibration, and rotation,
how would a deposited energy (E) redistrib-
ute, and how does such behavior of intramo-
lecular  vibrational-energy  redistribution
(IVR) affect the subsequent chemical reac-
tion? These questions have been addressed,
starting in the 1920s and 1930s, by Linde-
mann (1) and Hinshelwood (2), among oth-
ers, and have become the key to the assump-
tions in theories of unimolecular and com-
plex-forming bimolecular reactions:

)
A" — products (N

ki
A +BC—ABCE AR+ C
(2)
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where A, B, and C are molecules, the
dagger indicates activated molecules, and
k is the microcanonical rate coefficient of
E. If the system is nonergodic, the vibra-
tional motions are not coupled and reac-
tivity may be described by a nonstatistical
theory such as that of Slater (3). If all
modes are coupled, ergodicity prevails and
the statistical Rice-Ramsperger-Kassel-
Marcus (RRKM) theory (4) becomes the
appropriate description.

Probing of IVR behavior and k(E) is
convoluted by the process of preparation of
the molecule, which defines the energy dis-
tribution of states, by the method of mea-
surement, and by the time scale of [VR
relative to the time of the reaction. In a
conventional collisional activation of a re-
action by the Lindemann mechanism (that
is, by collisions between A and a partner
molecule M to produce A'), the collisions
prepare a broad energy distribution, and it is
difficult to ascertain the time scales in-
volved. Rabinovitch and colleagues (5, 6),
in a classical series of papers on chemical
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activation (A + BC), secured a narrower
energy distribution, making it possible to
infer the time for energy redistribution in
ABCT before product formation of AB + C.

Such an approach to chemical activa-
tion has been studied in bulk and in molec-
ular beams; in bulk studies, k(E) has been
inferred from measurements of product
yield with the frequency of deactivating
collisions as an estimating clock. At the
high vibrational energies, in excess of a
reaction threshold of 30 to 40 kcal/mol, the
description (5, 6) was in favor of ergodic,
statistical behavior for molecules with life-
times longer than about 100 ps. This prop-
osition has been challenged over the years
(7). For most systems, it appears that er-
godic behavior prevails at relatively high
energies.

The experimental search for a quantita-
tive measure of ergodic behavior has in-
volved different approaches. Studies of the
decomposition of molecular ions (acetone
cation) have shown deviations from the
statistical behavior (8). Real time studies of
k(E) under controlled preparation of A¥, in
a molecular beam, by ultrashort laser pulses
have shown that, for an isomerization reac-
tion with a barrier of 3 to 4 kcal/mol, IVR
is restricted among a select number of states
(9). Similarly, for van der Waals molecules,
the predissociation dynamics has been
shown to be non-RRKM (10). Theoretical
studies have addressed the nature of selec-
tive IVR and its effect on reaction rates and
spectral (CH overtones) line shapes (11,
12). '

A variety of calculational and experi-
mental work has been devoted in recent
years to this subject and its relevance to the
so-called regular or chaotic motion, the
transition from statistical to nonstatistical
behavior, and the important subject of en-
ergy flow and bond selective chemistry (13,
14). It was recognized early (15) that devi-
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ations from statistical behavior may occur
because of a “bottleneck” in phase space
(intrinsic non-RRKM behavior) or because
of a time scale for reactions that prevents
statistical redistribution of the internal en-
ergy before reactions (apparent non-RRKM
behavior).

We present real-time femtosecond prob-
ing of nonergodic behavior at high chemical
energies (80 to 120 kcal/mol) in a series (Fig.
1) of molecules. The reaction is that of Nor-
rish type I, where a C—C bond is broken in
cyclic ketones. The molecule was activated
in a defined manner to form A' by a femto-
second pulse and on a time scale shorter
than that of the vibrational motion, before
[VR and reactivity. The initial pulse depos-
ited the energy (Fig. 1) and broke the C-C
bond in ~50 fs (see below). A second pulse
was used to probe the femtosecond, chemi-
cally activated, vibrationally hot species:

CH, - (CH,;),-; — C = O" — products
n=4,5,6,and 10 (3)

where n is the number of carbon atoms.
For different values of n, k(E) was then
measured in real time by observing the
mass spectra and the change with time
(Fig. 2 and Fig. 3). The products of the
reaction involve the ultimate liberation of
the CO molecule, as shown by Bersohn
(16).

We observed the nonergodic behavior
by examining the dependence of reaction

® 200
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100 —

]
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‘" o’

- >
p C'\ o
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dynamics on the number of atoms (degrees
of freedom, ranging from 27 to 81) or equiv-
alently the volume of phase space. The
deviation from the statistical theoretical
predictions of rates ranges from two to four
orders of magnitude difference (Fig. 4). To
make a quantitative comparison between
the experimental observations and the the-
oretical predictions, we obtained the poten-
tial energy surface (PES) and the relevant
molecular parameters of the cyclic ketone
system along the bond-breaking pathways
through density functional theory (DFT).
We then calculated the reaction rates by
using statistical RRKM theory. We also
compared the experimental results with the
simple Rice-Ramsperger-Kassel (RRK) the-
ory, which has been commonly used at high
energies.

The time-of-flight (TOF) mass spectra
with the delay time fixed at 100 fs are
shown in Fig. 2 for n = 4, 5, 6, and 10,
corresponding to (A) to (D), respectively
(17). The transients at the parent mass are
displayed in Fig. 3. The decay rates 7, (in
femtoseconds) are 100 = 20, 125 = 10,
180 = 10, and 180 * 20 forn = 4, 5, 6,
and 10, respectively, where the uncertain-
ties represent two standard statistical er-
rors. The overall reaction rate k(E)(1/7,,)
is decreased by only a factor of 2, whereas
the molecule has increased the number of
atoms from 11 (n = 4) to 29 (n = 10) and
the number of degrees of freedom N, from
27 to 81. Statistical theories will demand a

Reaction coordinate =

Fig. 1. Molecular structures and the reaction pathway for the series of molecules studied. The first bond

breakage requires energy denoted by D,, and the remaining available energy is denoted by E,

the

avail’

ZPE is included. The barrier to the reaction is E,, and the transition state is labeled by #.
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decrease in rates by orders of magnitude as
n increases, as discussed below.

Classical RRK theory provides a first
physical insight for the statistical unimo-
lecular reaction rate (I18). The rate coeffi-
cient is given by

k E_EQN\il
(E):V( E )

where v is the vibrational frequency corre-
sponding to the reaction coordinate, E is
the available energy (E_ , in Fig. 1), and
E, is the reaction barrier. The reaction rate
predicted by Eq. 4 gives a marked reduction
in k(E) as n increases from 4 to 10: A factor
of 27,000 was calculated on going from n =
4 (E, ... = 1249 kecal/mol and N_ = 27) to
n =10 (E, ., = 105.9 kcal/mol and N, =
81) (19). Apparently, the RRK prediction
deviates from the experimental observation
by four orders of magnitude, but the RRK
model usually underestimates the reaction
rate because of its classical foundation [it
ignores zero-point energy (ZPE) effects];
usually, N is reduced to N, (effective) and
v is replaced by the well-known Arrhenius
A coefficient (6). We recalculated k(E) of
Eq. 4 by considering its original form with-
out making the classical approximation of
(E — Ey)/hv >=> (N_ — 1) (where h is the
Planck constant) (6) and obtained a two
orders of magnitude change in rates.

These results, however, must be checked
against RRKM calculations, for which the
microcanonical RRKM rate coefficient at
the available internal energy E and total
angular momentum J is given by

(4)

WHE - E

MED = e

(5)

where E; is the reaction barrier (with ZPE
corrections), W?(E — E,) is the number of
energetically accessible states at the transi-
tion state, and p;(E) is the reactant density
of states.

Our RRKM calculations (20) (Fig. 4)
indicate a marked discrepancy between
theory and experiment: A two orders of
magnitude difference was found on chang-
ing n from 4 to 10. The energy depen-
dence of k(E) illustrates the point in Fig.
4A. However, there are several points that
need to be considered to justify the above
quantitative comparison made between
the experimental results (7.) and the
RRKM decay rate (Trpgy) Predictions.
First, we tested the sensitivity of the cal-
culated rate coefficient to E, by varying its
value (17 kcal/mol) by *=2 kcal/mol; the
ratios of Tgrgym between n = 10 and 4
are ~ 30, 50, and 80 for calculations with
E, = 15,17, and 19 kcal/mol, respectively.
Second, E,__, is another important param-
eter. However, in our case, unlike the case
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of straight chain ketones, the available
energy was well defined because there was
no fragmentation after the first C—C bond
breakage. Third, the vibrational frequen-
cies of both the reactant and the transi-
tion state were consistently implemented
in Eq. 5 (20) on the basis of the DFT
method at the B3LYP/6-31G(d) level of

Fig. 4. Experimental and

500

Time delay (fs)

Fig. 2 (left). Mass spectra [in atomic mass units (amu)] of (A) cyclobutanone
(n = 4), (B) cyclopentanone (n = 5), (C) cyclohexanone (n = 6), and (D)
cyclodecanone (n = 10), taken at time ~100 fs. The single asterisk repre-
sents a reference mass, diethylaniline, and the double asterisks represent the parent molecule mass. The peaks comresponding to fragment intermediates are
assigned on the top abscissa with n representing the number of carbon atoms in the fragments. Note that this n should not be confused with that defined in
Eq. 3. Fig. 3 (right). Femtosecond transients of the parent molecules in the same order as in Fig. 2 for (A) to (D). The reaction times are indicated. The results
are from the nonlinear least squares fit of a single exponential decay. Shown also are the transients (shaded lines) of the corresponding diradicals after the CO

theory [explained in (18)]. It is thought
that the B3LYP method gives very good
predictions for the optimized geometries as
well as the vibrational frequencies (21).
From the observed small change of rates
with molecular size and the comparison be-
tween statistical theories and experimental

(absolute values) results, we conclude that:

2.0

the reaction displays nonergodic, nonstatis-
tical behavior. This non-RRKM behavior
indicates that the large amount of available
vibrational energy does not redistribute
among all the degrees of freedom in the
reactant before the bond breakage occurs
on the femtosecond time scale. The time
scale of IVR is longer than that of the bond

theoretical results for the
series. (A) The calculated
RRKM rate coefficients as
a function of intemal ener-
gyforC,(n=4),Csn=
5), Cg{n =6),Cq (n = 8),
Ciyoln=10),andC,,(n =
12) as indicated. (B) Com-
parison of the reaction
times (1) as a function of 10°
the number of vibrational
modes (N,): experimental 10°
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breakage, and therefore the reaction is not
involving the statistical distribution among
all modes, in contradiction to the basic
assumption of statistical theories.

The reaction mechanism can perhaps
illustrate the origin of the phenomenon.
The initiating (time t = 0) femtosecond
pulse breaks the first C—C bond, in a Nor-
rish-type mechanism. The carbonyl diradi-
cal, now activated on the femtosecond time
scale, undergoes a spontaneous breakage of
the second C—C bond. This nonconcerted
breakage of the two bonds is based on re-
sults found for the smallest system of Nor-
rish-type reactions, that is, the dissociation
of acetone at exactly the same toral energy
(22). For acetone, the first C—C bond
breakage occurs in 50 fs and the second, by
energy redistribution, in 500 fs.

Similarly, studies of methyl ethyl ke-
tones and their selectively deuterated spe-
cies have shown the nonconcerted forma-
tion of acetyl and propionyl radicals (22).
Accordingly, the decay of the parent mol-
ecule (Fig. 3) gives the bond breakage time
after the impulsive femtosecond activation.
This result is consistent with our observa-
tion of the rise of the intermediate diradi-
cals after the liberation of CO (Fig. 3) (23)
and with the evidence for the presence of
the carbonyl diradical that was based on
product yield analysis of cyclopentanone
and butanone photochemistry (24). Finally,
we also studied the methyl-substituted cy-
clopentanone and found that the rates de-
crease (again only by a factor of 2) as the
number of methyl groups increases, consis-
tent with the above picture.

Because the reaction time occurs on the
femtosecond time scale, IVR is restricted to
the modes near the reaction coordinate and
does not permit a complete statistical redis-
tribution in the phase space of the reaction.
In a simple picture, the reaction dynamics
and molecular structures are related: The
additional CH, groups do not participate as
energy populates the C—C reaction coordi-
nate. Previous work has not shown such a
pronounced phenomenon, perhaps because
there was a lack of time resolution, there
was an ill-defined distribution of energy, or
the reaction times were too long.

Several concepts emerge. First, the time
scale for IVR is critical to reaction dynam-
ics; in the case reported here, IVR time is
slower than the reaction time even though
the total energy is nearing 100 kcal/mol
above the reaction barrier. The slowness of
the [VR restricts the energy from flowing in
the entire phase space. In fact, it appears
from the results in Fig. 4 that the flow is
restricted to C, and C; structures. Second,
femtosecond activation at high energies
may induce reaction selectivity, in contrast
with the conventional wisdom that encour-
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ages the initiation at lower energies when
IVR is expected to be restricted. This point
of using ultrashort pulses to induce selective
reactions, in the presence of IVR, was made
some time ago (14), but only recently could
we design such experiments. Finally, the
validity of statistical theories at such high
energies when the reaction times are reach-
ing the femtosecond scale is questionable.
Marcus (25) has indicated that the RRKM
expression can be simplified to be k ~
vWH/W, where instead of p in Eq. 5, the
number of states in the reactant, W, is
involved and v becomes the reaction coor-
dinate frequency. Thus, at high enough en-
ergies, k =~ v, and the implication is that all
states are reacting at the frequency v of the
reaction. The agreement with RRKM cal-
culations for low n reactions (Fig. 4) may
thus be fortuitous, suggesting further exper-
iments at different energies.
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Fluorescent, Sequence-Selective Peptide
Detection by Synthetic Small Molecules

Chao-Tsen Chen, Holger Wagner, W. Clark Still*

Small organic sensor molecules were prepared that bind and signal the presence of
unlabeled tripeptides in a sequence-selective manner. Sequence-selective peptide bind-
ing is a difficult problem because small peptides are highly flexible and there are no clear
rules for designing peptide-binding molecules as there are for the nucleic acids. The
signaling system involved the application of fluorescence energy transfer and provided
large, real-time fluorescence increases (300 to 500 percent) upon peptide binding. With
it, these sensors were sensitive enough to detect unlabeled cognate peptides both in
organic solution and in the solid state at low micromolar concentrations.

Chemosensors, small molecules that sig-
nal the presence of analytes, typically
have two components, a receptor site that
selectively binds an analyte and a readout
mechanism that signals binding (1). Re-
ceptor components range from simple
metal-chelating molecules (2) to synthetic
host molecules (3—6) or, in the case of
biosensors, to proteins or protein frag-
ments (7-9). By coupling such molecules
to a sensitive fluorescent readout system,
molecular sensors have been devised for
analytes ranging from metal ions to simple
organic compounds including monosac-
charides (3, 4), creatinine (5), aromatic
hydrocarbons (6), and cyclic adenosine
monophosphate (7). Here we describe
synthetic chemosensors for tripeptides
dissolved in the organic solvent chloro-
form (CHCI,). The chemical structures of
our sensors are based on small-molecule
peptide-binding receptors that were devel-
oped in this laboratory and function as
synthetic analogs of the antigen-binding
sites of immunoglobulins (10-16). For this
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study we equipped them with a sensitive
fluorescence energy transfer (FET) signal
transduction system consisting of a fluoro-
phore (F) and a quencher (Q) that signals
binding fluorescently as a result of changes
in the average separation of F and Q. The
FET readout used here is a particularly desir-
able transduction mechanism because of its
generality and sensitivity (17). Thus, it does
not require that the analyte have some spe-
cial property (for example, be a fluorophore
or quencher) other than the ability to cause
a conformational change upon binding. As
shown in Fig. 1, analyte binding that increas-
es the separation between F and Q causes
enhancement of fluorescence. With the che-
mosensors described here, enhancements are
large enough to be readily visible to the
naked eye.

The peptide-binding receptor compo-
nents of our chemosensors are based on
synthetic, amide-linked oligomers of
isophthalic acid and cyclic trans-1,2-
diamine derivatives that are known to
provide highly sequence-selective recep-
tors for peptidic substrates (10-13, 15).
Such oligomers have structural features
that favor peptide binding including (i)
conformational restriction (fewer low-en-
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ergy receptor conformations), (ii) a con-
cave binding site (allows shape-selective
substrate binding and significant receptor-
substrate contact), and (iii) unassociated
hydrogen bond donors and acceptors
within or near the binding site (provides
spatially localized electrostatic interaction
sites that stabilize particular conforma-
tions of the receptor-substrate complex).
For our isophthalic acid-diamine oli-
gomers, conformational restriction follows
from the isophthalic acid and cyclic dia-
mine components that themselves have
very limited conformational flexibility
and the virtual rigidity of the secondary
amide bonds joining them. Although our
oligomeric receptors contain multiple
amide bonds, the meta substitution of
isophthalic acid (benzene-1,3-dicarboxyl-
ic acid) and the trans stereochemistry of
the diamine components disfavor intramo-
lecular association of hydrogen bond do-
nors and acceptors and thus leave them
available for substrate binding. The con-
cave binding site results from the way the
oligomers fold.

The particular chemosensors we pre-
pared here are shown in Scheme 1 as 1
and 2. [Chemosensor 1 is closely related to
a previously described receptor (1 but with
CO,F substituted by hydrogen and Q sub-
stituted by a linker bound to Disperse Red
1) that selectively bound only two tripep-
tide sequences (D)Pro(L)Val(D)Gln and

v
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Fig. 1. Analyte binding to the synthetic receptor

increases the average separation between F and
Q, resulting in enhanced fluorescence.
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