tion for aspartic acid and attributed it to
the effect of hydrogen bonds present in
the crystal.

Qur diffraction - experiment results
demonstrate that the combination of syn-
chrotron primary radiation at a wave-
length around A = 0.5 A with a CCD area
detector can provide a high-precision data
set, suitable for accurate charge density
determination in a few hours. The results
obtained are comparable or even superior
to those typically derivable from serial
counter data. The short acquisition times
open new perspectives for the application
of the method on larger molecules of bio-
logical importance. In such cases, al-
though the number of reflections increases
drastically, there is almost no increase in
the measuring time, if an area detector is
used. Although the experimental condi-
tions are not yet at an optimum, in the
near future, the problems associated with
the studies of large systems might be lim-
ited to the crystal size and quality rather
than to the measuring time. Further im-
provements can be expected not only from
developments in the intensity integration
and data-processing strategies of the area
detectors (18) but also from the intensity
increase of synchrotron radiation sources
in the next generation.
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Space Geodetic Observations of Nazca-South
America Convergence Across the Central Andes
Edmundo Norabuena, Lisa Leffler-Griffin, Ailin Mao,

Timothy Dixon, Seth Stein,* I. Selwyn Sacks,
Leonidas Ocola, Michael Ellis

Space geodetic data recorded rates and directions of motion across the convergent
boundary zone between the oceanic Nazca and continental South American plates in
Peru and Bolivia. Roughly half of the overall convergence, about 30 to 40 millimeters per
year, accumulated on the locked plate interface and can be released in future earth-
quakes. About 10 to 15 millimeters per year of crustal shortening occurred inland at the
sub-Andean foreland fold and thrust belt, indicating that the Andes are continuing to
build. Little (6 to 10 millimeters per year) along-trench motion of coastal forearc slivers
was observed, despite the oblique convergence.

The high peaks and volcanoes of the Andes
and the great earthquakes along the South
American coast are dramatic manifestations
of ocean-continent plate convergence be-
cause the oceanic Nazca plate subducts be-
neath South America. Convergence occurs
over a 500- to 1000-km-wide boundary zone,
within which several styles of deformation
play a major role in the evolution of the
South American continent (1).

We studied this convergence using
space-based geodetic techniques: the global
positioning system (GPS), Satellite Laser
Ranging (SLR), and the Doppler Orbitog-
raphy and Radiepositioning Integrated Sat-
ellite System (DORIS). These techniques

combine precise satellite-based timing,
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ranging, and orbit estimation to measure
the positions of geodetic monuments to
centimeter or better accuracy, such that
measurements over time yield precise rela-
tive velocities (2).

The total relative plate motion is thought
to be partitioned into several components
(Fig. 1). Some motion accumulates on
locked portions of the plate interface at the
trench, causing transient elastic deforma-
tion, and is released when the interface rup-
tures in large thrust earthquakes (3). Some
motion would be expected to occur by stable
sliding at the interface, because the slip rate
from large subduction zone earthquakes is
typically less than the plate motion (4). The
Andes and their thick crustal root (5) sug-
gest that some of the motion causes perma-
nent deformation through crustal shortening
and mountain building. Geological studies
and seismicity suggest that the high Alti-
plano plateau should be largely stable and
that shortening by thrust faulting and folding
occurs in the sub-Andean foreland fold and
thrust belt to the east (6, 7). In addition,
because convergence is oblique to the trench
through much of the region, some trench-
parallel motion of coastal forearc slivers
might be expected (8).

Using space geodesy, we observed the
motion of sites within a section across the
plate boundary zone. We used GPS to mon-
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itor geodetic monuments in Peru and Bolivia
installed for this purpose and occupied in
1994 and 1996 as part of the South Ameri-
ca—Nazca Plate Project (Figs. 1 and 2) (9).
Some Bolivian sites were also occupied in
1995. We also used continuously recording
GPS sites in the interior of South America
and the Nazca plate, SLR data from Easter
Island, and DORIS data from Easter and
Gal4pagos islands. Although most sites were
only occupied twice, the minimum necessary
to define velocities, the other sites gave vir-
tually identical velocities regardless of
whether the 1995 data were used, suggesting
that horizontal velocities for sites with two
occupations are not unduly biased compared
with those with three. Independent estimates
for Arequipa, from more than a decade of
SLR data and more than 3 years of daily GPS
data, match our results near this site within
errors. We did not use the vertical compo-
nents, which have larger uncertainties.

To define site velocities relative to stable
South America, we used data from four per-
manent GPS sites in stable South America
and our two eastern survey sites (RBLT and
SJCH) to estimate a South America Euler
vector (10). We then characterized Nazca
plate motion using data from islands on the
plate. Several years of SLR, GPS, and
DORIS data from Easter Island gave a
weighted mean velocity with respect to sta-
ble South America of 75 * 5 mm/year di-
rected N106°E, which is slower than that
predicted by NUVEL-1A (80 * 2 mm/year
directed N99°E). All three techniques yield-
ed vectors that are slower than the NUVEL-
1A prediction and rotated clockwise from it
(Fig. 1), suggesting that the discrepancy may
be real (11, 12). These data and data from
Galé4pagos allowed estimation of a Nazca
plate Euler vector (13). Unfortunately, there
are no SLR data from Gal4pagos, and GPS
and DORIS data there span a short time,
limiting the precision of the velocity esti-
mate. The resulting Nazca—South America
Euler vector predicts convergence at the
trench (17°S, 75°W) of 68 mm/year directed
N76°E, which is 12% slower than the
NUVEL-1A prediction of 77 mm/fyear at
N79°E.

Site velocities relative to stable South
America (Figs. 2 and 3) decreased from the
interior of the Nazca plate to the interior of
South America. Because the width of the
Altiplano varies, we divided the data into
groups north and south of a profile normal to
the trench at 17°S and modeled the ob-
served displacements in the convergence di-
rection. For simplicity, we assumed that the
deformation reflects only two processes with-
in the South American plate, locking at the
plate interface and shortening in the fore-
land thrust belt, and modeled these processes
using the boundary element program 3D-
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DEF (14). Subduction-related strain be-
tween earthquakes was modeled by reverse
slip on the locked or partially locked plate
interface (3), an approach used for analysis
of similar GPS data elsewhere (15). The slip
rate locked on the interface should be re-
leased in subsequent earthquakes and thus
ideally would correspond to the seismically
estimated slip rate. Because (as discussed lat-
er) these two need not be the same, we avoid
the terms “seismic” or “aseismic” slip rates for
geodetically estimated quantities.

The predicted velocities near the trench

Fig. 1. Geometry of the
Nazca-South America
plate boundary zone, to-
gether with GPS, DORIS,
and SLR site velocities
used to estimate Nazca
and South America plate
motions. Velocities are
relative to stable South
America, and ellipses
show 95% confidence
limits. EISL, Easter Is-
land; GALA, Galdpagos.
Box shows the area of
Fig. 2.
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depend on the geometry of the subduction
zone, which we constrained from seismolog-
ical results in the general area (16). We
modeled the locked portion of the interface
as three segments with progressively steeper
dips: 10° to 15-km depth, 18° from 15- to
35-km depth, and 26° from 35- to 50-km
depth. Varying the.dip within 3° and the
locking depth within 5 km changed the
predicted deformation field by less than
the observational errors.

We interpret the data as indicating that
only part of the interplate slip is locked on
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Fig. 2. Global positioning system-derived velocities relative to stable South America (SA) from sites in
the survey, compared with convergence velocities predicted by NUVEL-1A and the plate-wide space
geodetic data (Fig. 1). NUVEL-1A vector gives rate scale. NZ, Nazca.
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the interface and that crustal shortening
occurs. If a total convergence of 75 mm/year
was locked on the interface, the predicted
rates (Fig. 3) generally exceeded those ob-
served within about 150 km of the trench
(north profile) but were less than those
observed at a greater distance. The effect of
partial locking (stable sliding) is illustrated
by the curves in Fig. 3, which were comput-
ed with the assumption that only part of the
total convergence, 45 mm/year (north) and
50 mm/year (south), locks the fault. The
predicted rates near the trench were smaller
and fit the data better, because only the
portion of the slip locked at the interface
produces transient deformation. Farther
than about 300 km from the trench, how-
ever, a misfit remained.

We modeled the remaining misfit by in-
cluding shortening in the eastern Andes.
Although some shortening may occur by
seismic strain accumulation and release, we
assumed that most of it reflects a permanent
change in the position of Andean crust with
respect to stable South America. On the
basis of geological data, we modeled conver-
gence with thrust faults (Fig. 3) 600 to 650
km from the trench for the north profile and
850 to 900 km from the trench for the south
profile. The faults were assumed to dip 30°W
and to be locked to 20-km depth, typical
values for continental crust. The results are
largely insensitive to the precise location of
the faults, their geometry, and the partition-
ing of motion between them.

The best fits occurred for about 30 mm/
year of locking and about 15 mm/year of
shortening on the northern profile and for
about 38 mm/year of locking and about 12
mm/year of shortening on the southern pro-
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file. The shortening and locking rates can be
estimated independently because they influ-
ence data at different distances from the
trench. Thus, we can discriminate models
with the best fitting locked and the shorten-
ing rate from models with a locked rate equal
to their sum and no shortening (that is, 30
and 15 mm/year from 45 and 0 mm/year).
These estimates do not depend on the total
convergence rate because they were estimat-
ed directly from the geodetic data, rather
than as differences from an assumed total
convergence.

For the northern profile, the estimated 30
mm/year of locked slip accumulating on the
plate interface corresponds to 39% of the
convergence predicted by NUVEL-1A or
44% of that predicted by space geodetic data.
Subtracting 15 mm/year of Andean shorten-
ing implies that the remaining 42% or 34%
of the plate motion occurs aseismically by
smooth stable sliding. For the south profile,
the estimated 38 mm/year of slip accumulat-
ing on the plate interface corresponds to
49% of the convergence predicted by
NUVEL-1A or 56% of that predicted by
space geodesy. Subtracting 12 mm/year of
Andean shortening implies that 35% or 26%
of the plate motion occurs by stable sliding.

These results are interesting because this
area illustrates the difficulties in estimating
seismic and aseismic slip from the earth-
quake record (4). Slip in past earthquakes is
estimated from seismological data for earth-
quakes occurring after circa 1900 and in-
ferred from historical records for earlier
carthquakes. The seismic slip rate is then
inferred from earthquake history and com-
pared with a plate motion model. This pro-
cess has several limitations. Uncertainties in

estimating source parameters of earthquakes
from historical data are considerable (17),
the seismic cycle is typically longer than the
instrumental record (18), and the size and
recurrence interval of earthquakes on a
trench segment can be variable (17, 19, 20).
Some large earthquakes have substantial
slow afterslip (21) not included in the seis-
mic moment calculation, which produces a
spurious seismic slip deficit. Hence, it is dif-
ficult to assess whether an apparent seismic
slip deficit indicates a seismic gap where
large earthquakes are overdue or that much
of the interplate motion occurs aseismically
(22). Estimation of aseismic slip compounds
the uncertainty, because the estimated seis-
mic slip is subtracted from an assumed con-
vergence rate, so different plate motion mod-
els give different results (19). Moreover,
crustal shortening (about 15% of net con-
vergence here) is typically not subtracted
from the assumed convergence.

The use of GPS data reduced these un-
certainties because we more directly estimat-
ed the total plate motion, shortening rate,
and locked slip rate accumulation, regardless
of whether the latter would be released in a
conventional earthquake or afterslip. How-
ever, the GPS data faced the difficulty of
accounting for possible deformation of the
upper plate due to strain diffusion for tens to
hundreds of years after large earthquakes
(23). Extended periods of data will be need-
ed to see how substantial this effect is.

The GPS results suggest that about 15
mm/year of shortening occurs in the fold
and thrust belt. A lower estimate, 1 to 3
mm/year, comes from the seismic moments
of earthquakes (6). Geologic shortening es-
timates range from 8 to 13 mm/year aver-
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aged over the post-Oligocene [past 25 mil-
lion years (My)] to 27 mm/year averaged
over the past 5 My (7). Thus, our GPS
estimates, and less precise estimates de-
rived with only one permanent GPS site
(24), are comparable with geological esti-
mates made with the assumption of con-
stant post-Oligocene shortening. Al-
though more complicated scenarios are
possible (rapid initial shortening followed
by lower rates), the simplest interpretation
is that crustal thickening has been build-
ing the high Andes by thrust faulting and
folding at an approximately steady rate for
about 25 My, as the deformation, now at
the sub-Andean fold and thrust belt, mi-
grated eastward (7). Perhaps in plate
boundary zones, both the overall plate
motion and its different components re-
main approximately constant over long
periods even when the geometry changes
(thrusting stepping eastward). Similar ob-
servations have been made for compo-
nents of the San Andreas system (25).

The observation that the geodetic and
geologic shortening estimates exceed the
seismic estimate implies that most shorten-
ing either occurs aseismically or (less likely)
will be released in future earthquakes. Oth-
er continental areas offer little guidance: in
some areas, seismic strain rates match the
expected relative motion, but a deficit ex-
ists in others (26), although the geodeti-
cally and seismically inferred deformation is
similarly oriented (27).

We used the data to test for slip parti-
tioning, a phenomenon that occurs in some
situations in which convergence is oblique
to the trench (8). In such situations, earth-
quake slip vectors at the trench are often
rotated from the predicted convergence di-
rection toward the trench-normal direction,
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vector direction predicted by coastal site motions, and observed trench slip

Eastern Cordillera
fold and thrust belt
and thrust belt.

reflecting thrust faulting between the sub-
ducting plate and a forearc sliver, and
strike-slip motion is expected between the
forearc and the interior of the overriding
plate. The motion of the northern coastal
sites relative to South America (Fig. 4) is
rotated about 10° from the convergence
direction, indicating slightly (about 5 mm/
year) more trench-parallel motion than ex-
pected from the decomposition of a vector
of this length in the convergence direction.
This motion implies that the coastal sites
move about 8 mm/year left laterally in the
trench-parallel direction, relative to the
Western Cordillera and Altiplano sites.

It is unclear whether this small motion is
significant, and if so, whether it reflects per-
manent trench-parallel transport of a coastal
sliver or transient forearc deformation due to
the seismic cycle that will be released in
future large earthquakes. The present GPS
data are insufficient to show directly coastal
motion with respect to the Western Cordil-
lera and Altiplano sites. Similarly, the ex-
pected deviation in the trench slip vectors is
difficult to assess. This motion can be pre-
dicted with analysis in velocity space (Fig.
4), although the observed site motions in-
clude the transient effects of the seismic
cycle. The observed motion of the coastal
sites relative to stable South America pre-
dicts Nazca—coastal forearc motion trending
about N70°E, between the plate motion and
trench-normal directions. The mean direc-
tion of slip vectors at the trench is rotated
somewhat from the predicted convergence
direction, to about N74 * 4°E. However,
given the scatter in slip vectors and the
uncertainties in the GPS data and in
NUVEL-1A4, it is difficult to draw a definite
conclusion.

The azimuthal deviation from the con-

vector direction. WC, Westem Cordillera; EC, Eastem Cordillera; FTB, fold

vergence direction varies with latitude.
Northern coastal sites show some, whereas
those to the south near the bend in the
coastline at 18°S, where the obliquity
changes, show essentially none. If this cor-
relation is not accidental, the subduction
geometry affects either the interseismic
elastic strain or the sliver motion. If the
latter is the case, the small slip partition-
ing may reflect the force balance between
the thrust and strike-slip faults (8), with
additional resistance to strike slip provid-
ed by the “buttress effect” (28) of the
bend.

Our initial results, which will be refined
by subsequent data, and studies elsewhere
illustrate how space-based geodesy is open-
ing a new era for studies of plate conver-
gence and continental mountain building
(29). We are approaching the point at
which understanding of the convergence
process will no longer be limited by the
kinematic data.
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A Search for Endogenous Amino Acids in
Martian Meteorite ALH84001

Jeffrey L. Bada,” Daniel P. Glavin, Gene D. McDonald,
Luann Becker

Trace amounts of glycine, serine, and alanine were detected in the carbonate component
of the martian meteorite ALH84001 by high-performance liquid chromatography. The
detected amino acids were not uniformly distributed in the carbonate component and
ranged in concentration from 0.1 to 7 parts per million. Although the detected alanine
consists primarily of the L enantiomer, low concentrations (<0.1 parts per million) of
endogenous D-alanine may be present in the ALH84001 carbonates. The amino acids
present in this sample of ALH84001 appear to be terrestrial in origin and similar to those
in Allan Hills ice, although the possibility cannot be ruled out that minute amounts of some
amino acids such as D-alanine are preserved in the meteorite.

The report by McKay et al. (1) that the
martian meteorite ALH84001 contains ev-
idence of biological processes on Mars re-
mains controversial. Of central importance
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is whether ALH84001 contains endogenous
organic compounds, and if so, whether
these compounds are biological or abiotic in
origin. The bulk meteorite is reported to
contain 100 to 200 parts per million (ppm)
of combustible carbon (2), supposedly de-
rived from organic compounds. So far, how-
ever, the only specific compounds that have
been reported are parts per million amounts
of polycyclic aromatic  hydrocarbons
(PAHs) detected in the carbonate globule
component of the meteorite (1). Another
martian meteorite collected in the Antarc-
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