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Femtosecond Dynamics of Electron 
Localization at Interfaces 

N.-H. Gel C. M. Wong, R. L. Lingle Jr.,* J. D. McNeill, 
K. J. Gaffney, C. B. Harris? 

The dynamics of two-dimensional small-polaron formation at ultrathin alkane layers on 
a silver(ll1) surface have been studied with femtosecond time- and angle-resolved 
two-photon photoemission spectroscopy. Optical excitation creates interfacial electrons 
in quasi-free states for motion parallel to the interface. These initially delocalized elec- 
trons self-trap as small polarons in a localized state within afew hundred femtoseconds. 
The localized electrons then decay back to the metal within picoseconds by tunneling 
through the adlayer potential barrier. The energy dependence of the self-trapping rate 
has been measured and modeled with a theory analogous to electron transfer theory. 
This analysis determines the inter- and intramolecular vibrational modes of the overlayer 
responsible for self-trapping as well as the relaxation energy of the overlayer molecular 
lattice. These results for a model interface contribute to the fundamental picture of 
electron behavior in weakly bonded solids and can lead to better understanding of carrier 
dynamics in many different systems, including organic light-emitting diodes. 

Polarization interactions and the  localiza- 
tion of charge carriers in  condensed media " 

continue to represent a challenge for theo- 
retical descr i~t ions  of the  interaction of a 
carrier with its environment. Understand- 
ing charge localization is i l n ~ o r t a n t  in  de- 

u u 

terrnining the  electronic and optical prop- 
erties of applied materials and in the  devel- 
opment of new materials. Despite extensive 
study of charge localization phenomena, 
electron localization at interfaces between 
dissimilar inaterlals, such as metal-dielectric 
interfaces, remains largely unexplored. 
Electrons in metals are usually free-elec- 
troll-like, whereas electrons in  dielectric 
solids tend to  be localized as sinall polarons 
(1 ) .  S ~ n a l l  polarons form when charges be- 
come localized in  self-induced potentials as 
a result of strong carrier-lattice interactions 
(2) .  These self-trapped carriers and the  as- 
sociated lattice relaxation affect a wide 
range of phenomena, such as photochemi- 
cal defect fortnation 13), a to~n ic  desorution . . 
from solid surfaces (4), and various proper- 
ties of high-temperature superconducting 
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oxides (5). Here, we show hen, the  transi- 
tion from delocalized to  localized electronic 
behavior near the  metal-dielectric interface 
occurs dynainicallv. 

T h e  combination of recently developed 
angle-resolved two-photon photoelnission 
(TPPE) (6)  and ferntosecond laser tech- 
n i q ~ ~ e s  provides a unique opportunity to 
study the  dynamics of carrier localization a t  
interfaces. O n  bare metal surfaces such as 
A g ( l 1  I ) ,  the  image potential supports a 
Rydberg series of bound states characterized 
by the  principal quantum number n with 
the  electron density residing largely in  the  
vacuum. Excess electrons in these irnaee 
potential states are localized In hydrogenic 
wave functions normal to the  surface, but 
are iielocalized as plane waves parallel to 
the  surface (7). If dielectric layers are grown 
o n  the  metal substrate, one can explore the  
laver-by-layer evolution of the  potential 
and the  electronic structure of the  interface 
by measuring the  changes in  the  binding 
energy, effectir~e mass, and lifetime of elec- 
trons excited into image potential states 
(8). W i t h  ferntosecond time resolution, we 
can directly observe that these delocalized 
electrons become localized in  the  presence 
of dielectric lavers. W e  address the  under- 
lying physical principles that lead to local- 
ization for excess electrons a t  multiple n- 
alkane layers o n  Ag( 1 11 ) .  

In  a n  angle-resolved TPPE experunent 
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(Fig. l A ) ,  a pump pulse excites electrons 
from occupied metal states into unoccupied 
interfacial states, and a probe pulse ejects 
the  excited electrons into the  vacuum 
where the  electron kinetic energv, EL,,,, is 
measured a t  various angles, 8. From the  
angular dependence of the  kinetic energv 
spectrum, one can determine both the  bind- 
ing energy and the  effective mass, rn*, of 
the  interfacial electrons. T h e  relation be- 
tween rn", Ekm, and the electron wave vec- 
tor parallel to the  surface, kIl, is given by 

h is Planck's constant (h = h/2n) ,  and E2 is 
the  kinetic enerev for einission normal to  

L> ,  

the surface. A n  electron behaving like a 
free varticle varallel to the  interface will 
exhibit a dispersive band with an  m* close 
to  the  free electron mass, rn,. A spatially 
localized electron results in  a nondispersive 
feature characterized by a flat energy band 
with a very large m'" (Fig. 1A) .  

T h e  details of the  TPPE ex~er i rnenta l  
apparatus have been reported 111 (9) .  In  
n - h e ~ t a n e  bilayer data taken at 120 K with 
two bifferent pump-probe delays, a disper- 
sive feature with m::: = 1.2 me appears a t  
zero time delay (Fig. l B ) ,  whereas a nondis- 
persive feature appears In the  spectra taken 
a t  a 1670-fs delay (Fig. 1C) .  These two 
features correspond, respectively, to the  de- 
localized and localized states ( 1  0). T h e  fem- 
tosecond TPPE data clearly reveal a delay 
in  the  for~nat ion of the  localized state. Sim- 
ilar behavior is found for a monolayer and a 
trilayer. Lingle et al. studied various alkane- 
A g ( l l 1 )  interfaces (1 @), investigating the  
effects of different vrevaration methods and 
annealing procedures o n  localization, and 
found n o  sienlficant effects. In  addition, the  - 
proportion of  non no layer patches inter- 
spersed with bilaver (apparent in  Fig. 1B) s 

can  be varied without variation in  the  bi- 
laver dynamics. These experiments indicate 
that the  observed localization phenomenon 
and dynamics are not controlled by defects 
in  the  layer, but rather are linked to the  
intrinsic two-dimensional (2D)  properties 
of the  laver. 

W e  measured the  dynamics of the  local- 
ized and delocalized features at 120 K for 
various angles (Fig. 2).  T h e  delocalized fea- 
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ts) and decay time (1600 2 200 ts) over the 
range of angles studied. In contrast, the 
dynamics of the delocalized states have a 
strong angle dependence. The rise times 
vary from 780 + 390 fs (kll = 0) to 70 + 30 
fs (kll = 0.23 A-'), and the decay times 
range from 810 + 210 to 200 + 50 fs, 
respectively. 

A svatiallv localized state can be consid- 
ered as a superposition of many kll, plane 
waves. These localized electrons exhlb~t no 
angle dependence in their dynamics (Fig. 
2B), showing that all Fourier components of 
the localized state have the same dynamics, 
as expected for photoemission from a single 
state. Earlier work demonstrated an expo- 
nential increase of image electron lifetime 
with layer thickness due to tunneling back 
into the metal (9). Thatresult explains the 
decav mechanism of the localized state. 

F& the delocalized states, however, both 
the magnitudes and the kll dependence of 
the lifetimes (Fig. 2A) suggest that decay 
mechanisms other than tunneling are oper- 
ative. The rise time of the localized state is 
within the range of the decay time of the 
delocalized state. In fact, they correspond 
even at different temperatures. As the tem- 
perature is lowered from 120 to 50 K, both 
rates become faster. Also, the time-integrat- 
ed intensity of the localized state is similar 
to that of the delocalized state. These strong 
correlations between them indicate that the 
delocalized electrons primarily decay into 
the localized state. As shown below, these 
data are well explained by a 2D small- 

simple. An electron in a crystal is subject to 
a competition between delocalizing and lo- 
calizing tendencies (1 1). Delocalization is 
favored because an electron residing at the 
bottom of a band has low kinetic energy 
(Fig. 3, point F). In order to localize the 
electron at a single site without lattice dis- 
tortion, energy is required to construct an 
electron wave packet from all Bloch waves 
in the band (Fig. 3, point C). The energy 
expended, termed the localization energy, 
El,,, can be estimated from the half width of 
the band, B (12). On the other hand. lo- . . 
calization through small-polaron formation 
is encouraged, because the electron can cre- 
ate for itself an attractive potential well by 
polarizing and displacing the atoms sur- 
rounding it (Fig. 3, point S), thus releasing 
the lattice relaxation energy, EE1. The lo- 
calized or self-trapped state of the electron 
will be energetically more favorable, and 
the small volaron will form when the self- 
trapping energy, E,,, is positive: 

The energy difference of 5 10 meV between 
the bottom of the parabolic band (Fig. lB, 
0") and the localized state (Fig. 1C) is a 
measure of E,, and is found to be indepen- 
dent of layer thickness, even though the 
binding energy of the delocalized state 
changes with layer thickness. The invari- 
ance of E, versus layer thickness suggests 
that the localization process observed is as- 
sociated with interactions between the 
electron and the topmost plane of the al- 
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high angles come from short-lived electrons on 
small patches of monolayer. 

Fig. 3. Configuration coordinate diagram for self- 
trapping of an electron. Curves V,(k,,, Q) and V,(Q) 
are associated, respectively, with the free states 
(without electron-phonon coupling) and the self- 
trapped state. The quantity Q is the phonon coor- 
dinate responsible for self-trapping. Each curve in 
the V, manifold represents a different k,, state with 
a band energy ql (5, = 0 at kll = 0). The width of 
the band (2B), localization energy (E,,), lattice re- 
laxation energy (E,), self-trapping energy (E,,), 
and the activation energy of self-trapping (E,) for k,, 
= 0 are depicted. Red arrows indicate the classi- 
cal barrier crossing from the delocalized to the 
localized state. 

kane molecules without rearrangement of 
the layer below. This picture of 2D interac- 
tions is consistent with the fact that elec- 



Fig. 4. Schematic illustration of the temporal evolution (from left to right) of (right), which is assumed to be a2D wave packet composed of all k,, in the first 
the electron wave function at the n-heptane-Ag(ll1) interface. Initially, an surface Brillouin zone of the n-heptane lattice. The spatial extent of the 
electron is optically excited into a delocalized state with kll = 0.22 A-l (left). resulting wave function is comparable to the unit mesh dimensions. The 
The electron induces lattice distortion and evolves into a localized state localization process is completed within a few hundred femtosecnds. 

trons in imaee ~otential  states reside mostlv - .  
at the alkane-vacuum interface because of 
the negative electron affinity of the alkane 
layer (9). Each additional alkane layer mod- 
ifies the interfacial potential in the direc- 
tion normal to the surface, causing changes 
in the binding energies of the image poten- 
tial states, but this does not affect the 
strength of E,, and El, on the surface and 
leaves E,, unchanged. Furthermore, the 
small value of E,, is consistent with predic- 
tions for a 2D system (1 1, 13). Impurity- 
enhanced localization can be ruled out from 
the fact that E,, is small. If localization were 

1 000/T(K-t] 
Fig. 5. (A) Logarithmic plot of the self-trapping 
rate of the delocalized state versus exothermicity 
for a bilayer at 120 K. The 95% confidence limit is 
indicated by the vertical line associated with each 
data point. The solid red line was computed by 
quantum theory (20) with the parameters H, = 91 
cm-l, Er, = 0.057eV, E, = 0.18eV, andfio, 
= 750 cm-I . The dashed blue line was computed 
by classical theory (Eq. 4) with the parameters HfS 
= 77 cm-I, Ere, = 0.16 eV, and T = 280 K. (B) 
Temperature dependence of self-trapping rates 
for a bilayer at 18" (kll = 0.21 A-I). The solid line 
was computed by quantum theory with -Ae 
= 0.14 eV and the same parameters as in (A). 
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caused by impurities chemically distinct 
from n-heptane, one would expect the gap ksc = i /  Hf:e-'AE + Ercl'"Erclka (4) 
between the localized state and the bottom 
of the delocalized band to be much larger 
than 10 meV. 

The time delay between the population 
of the image state and the formation of the 
localized electrons is a manifestation of 
the dynamic aspect of small-polaron for- 
mation. The initial creation of delocalized 
electrons on the surface (Fig. 1B) is a 
consequence of the Franck-Condon prin- 
ciple (14). The excited electrons can then 
be stabilized by self-trapping and become 
localized on a time scale associated with 
lattice and molecular motion (Fig. 1C). 
The temporal evolution of this localiza- 
tion process is schematicallv illustrated in 

where kg is the Boltzmann constant and T 
is temperature. The self-trapping rate is thus 
ex~ected to initiallv increase with k,, and 
then decrease, which gives rise to tge so- 
called Marcus inverted reeion (19). The " . ,  
rate at which the self-trapped electrons 
form will be an averaeed sum over self- - 
trapping rates from all kll states. 

The model discussed above treats the 
nuclear motion classically, a valid approach 
in the high-temperature limit. At lower 
temperatures, the quantum-mechanical na- 
ture of nuclear tunneling needs to be taken 
into account. For small-~olaron formation 

Fig. 4. The delocalized electron wave 
packet evolves into a self-trapped state 
with a spatial extent comparable to the 
lattice constants of the adlayer surface 
mesh (15). 

By inspecting the potential surfaces of 
the free and self-trapped states (Fig. 3) and 
making an analogy between electron self- 
trapping processes and electron transfer 
reactions (16), one can understand and 
quantitatively model the strong k depen- 
dence of the self-trapping rate (dig. 2A). 
A self-trapping process that starts from an 
initial state of particular kll with band en- 
ergy Ell and then proceeds to the self- 
trapped state corresponds to an electron 
transfer reaction with exothermicity of 
-A& = Ell + E,, (17). The extent of the 
mixing between the initial and final states 
at the crossing point is determined by the 
matrix element, Hfs, which represents the 
electronic coupling of the two states. 
Within the harmonic oscillator approxi- 
mation, the activation energy or self-trap- 
ping barrier shows a quadratic dependence 
on A&, being large at kll = 0, decreasing 
with kll until -A& = Ere, (point C in Fig. 
3 where there is no barrier). and then . , 
turning around to increase with kll. The 
associated rate in the nonadiabatic limit 
(H, << kBT) is (16, 18) given by 

in a molecular lattice, the electron can 
interact with both intra- and intermolecu- 
lar vibrations, forming molecular and lattice 
polarons, respectively. In our temperature 
range, the low-frequency intermolecular vi- 
brations can be treated classicallv. whereas , , 
the high-frequency intramolecular modes 
are frozen and require a quantum-mechan- 
ical treatment. The model we adopt here 
assumes that a single quantum-mechanical 
intramolecular mode of energy hwq is rear- 
ranged by electron self-trapping with a re- 
organization energy E, (the classical inter- 
molecular modes have a reorganization en- 
ergy E,). We analyzed the data in terms of 
a recently developed path integral approach 
(20). which includes all ~erturbation orders . ,, 

in the electronic coupling H,,; the result of 
this analysis is shown in Fig. 5A (21 ). The 
first-order term in the path integral is an 
exact expression for a quantum nonadia- 
batic process, and it accounts for nearly 
96% of the fit in Fig. 5A. That is, this 
process at 120 K is reasonably well de- 
scribed by the nonadiabatic theory (22). For 
a comparison to the classical theory for 
nuclear motion, we also fit the data with 
Eq. 4. A good fit is obtained only by making 
temperature an adjustable parameter. How- 
ever, the resulting temperature, 280 K, is 
significantly higher than our experimental 
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temwerature. 120 K. Therefore, we conclude 
tha; the forriation of the  2D small polaron 
is governeci by quantum dissipative process- 
es such as tunneling, and the classical the- 
ory is not applicable to this system. 

I t  is encouraging that the  parameters 
extracted from the  fit (legend to  Fig. 5 A )  
are consistent with known values for nol- 
arons in other molecular solids: E,, is con- 
sistent with the dynamic modulation of the 
polarization energy (-0.03 eV)  for elec- 
tron-phonon interaction in  organic crystals, 
and ELL, is similar to the effective formation 
energy (0.15 eV)  of a molecular polaron in 
polyacene crystals (23) .  T h e  lattice relax- 
ation energy (El,, = Ere + E, ) is compara- 
ble to the  localization energy 'k,<,c (24),  and 
hence, the  self-trapping energy (Eq. 3 )  is 
small for this system. T h e  energy of hoL, 
corresponcis to a n  in-phase methylene rock- 
ing lnocie of n-heptane (25).  T h e  oscillatory 
dependence of ks ,  o n  -AE (Fig, 5 A )  is 
reproduced. T h e  first max im~un  corre- 
swonds to the usual classical inverted reeion " 
resulting from the  intermolecular mocies 
( - A &  = E,,). Subsequent lnaxilna originate 
from a resonant effect resulting from the  
excitation of the  intramolecular mocie 126) 
and the interval between maxima is h o q  
(see Fig. 5 A ) .  Finally, with the use of the 
above parameters and path integral theory, 
the  temperature ciepencience of kg, is repro- 
duced with n o  other adjustable parameters 
(Fig. 5B). T h e  non-Arrhenius behavior re- 
sults from nuclear tunneling in the  high- 
frequency mode. 

Our  results ciernonstrate that the  ability 
to  both time- anci angle-resolve the  dynam- 
ics of electrons a t  interfaces allows a quan- 
titative determination of the  relaxation en- 
ergies anci lattice displacements associated 
with the small-polaron self-trapping pro- 
cess. Our  results wrovide a n  exoerimental 
basis for further theoretical studies. Time- 
and angle-resolved TPPE is a powerfill 
probe for 2D electron localization and 
shoulci also be applicable to  a wide variety 
of interfaces. 
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Phstonic Channels for Quantum 
Communication 

S. J. van Enk, J. I. Cirac, P. Zoller 

A general photonic channel for quantum communication is defined. By means of local 
quantum computing with a few auxiliary atoms, this channel can be reduced to one with 
effectively less noise. A scheme based on quantum interference is proposed that iter- 
atively improves the fidelity of distant entangled particles. 

Security for co~n~nun ica t ion  of sensitive 
data over public channels such as the  Inter- 
net  is indispensable nowadays. Quantum 
mechanics offers the  possibility of storing, 
processing, and distributing infor~nation in  
a proven secure way by exploiting the  fra- 
gility of quantum states and the fact that 
they cannot be cloneci ( 1  ). In  practice, 
Inany obstacles stanci in  the  way of imple- 
menting a reliable quantum network. Al- 
though remarkable progress has recently 
been made experimentally in  the context of 
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quantum cryptography and computation 
(Z), the  presence of errors ciuring the  trans- 
mission and processing of quantum infor- 
mation remains as the  main obstacle. In 
principle, these problems could be circum- 
vented with ingenious schemes for purifying 
states (3)  and correcting errors (4), because 
they allow the  transll~ission of intact quan- 
tum states even in the  presence of errors. 
These "standarcin methods require a large 
( in  principle, infinite) number of extra 
quantum bits (qubits) to store intermediate 
information. However, in  the  first genera- 
tions of experiments o n  quantum networks, 
one expects to be able to store anci manip- 
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