TECHNICAL COMMENTS

Shock Wave-Induced Melting in Argon by
Atomistic Simulation

A B. Belonoshko (1) considers an inter-
esting and important problem of atomistic
simulation of shock wave-induced melting.
On the basis of molecular dynamics (MD)
simulations with empirical Buckingham po-
tential (2, 3) of the argon Hugoniot, Be-
lonoshko (1) found two discontinuities
“that may bracket a mixed-phase region of
solid and liquid” and concludes that “this is
an intrinsic feature of the Hugoniot cross-
ing the Ar melting curve and does not
require the addition of any solid-solid phase
transition.” This conclusion is not new [see,
for example, figure 9 in (4) for Al and
compare with figure 2a in (I)], but the
applied method (1), the generalizability of
the results, and the implications for the
analysis of shock-wave experiments on iron
are noteworthy. There are, however, several
problems with this report (1).

First, the result is based on the incorrect
statement (I, p. 955) that “argon transforms
to liquid directly from face-centered-cubic
(fcc) phase without any high-pressure [P]
and high-temperature [T] solid-solid phase
transformations . . .”; and Belonoshko makes
a reference to-experimental work (5) in this
regard. But modeling with empirical inter-
atomic potentials (IP) requires careful anal-
ysis of the possible stable configurations of
atoms. To understand it, I have plotted the
energies of fcc (three-layered structure in
terms of closed-packed structures), dhcp
(double-hexagonal, closed-packed, four-lay-
ered structure), and bee (body-centered-cu-
bic) structures as function of volume (Fig.
1). While the energy of the bec structure is
always higher than the energy of the closed-
packed structures, the energy of one closed-
pack structure cannot differ from that of
another (6). This is easy to understand, be-
cause Buckingham potential (2) is a short-
range potential, and all closed-packed struc-
tures have exactly the same first two coor-
dination shells (7). I made calculations for
all possible closed-packed structures up to 10
layers and got the same results. Consequent-
ly, solid “Ar” [now we are talking about
modeling a system with IP (2) that can
reproduce some properties of real Ar] at
given P and T can have many different
polymorphs. Even if the starting configura-
tion was fcc, shock wave can produce other
polymorphs, and these solid-solid phase
transitions can be responsible for disconti-
nuities on simulated Hugoniot. Belonosh-
ko’s report (1) does not contain an analysis
of such possibilities (8).

Belonoshko (1) states that the calculat-
ed shock wave velocity values are somewhat
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larger than the experimental values because
of the initial higher density of Ar in his
simulations. Then he finds that “the calcu-
lated U,-U, data agree with experiment”
(9), where U, is piston velocity. But over-
estimation of the difference (U_-U,) in the
report (1) gives overestimation of bulk
modulus of solid argon by 25 to 35%. This
is an unsatisfactory result, especially be-
cause the Buckingham IP (2) allows one to
reproduce both static and dynamic com-
pression data accurately (2). The source of
error is an unrealistic configuration of the
computational cell (I). In shock-wave ex-
periments, the samples contain a large
amount of crystallites in random orienta-
tion. In contrast, the initial configuration of
atoms contains an ideal fcc Ar crystal (1)
with the [100] normal to propagation direc-
tion of the shock wave. As a result, Be-
lonoshko (1) studied elastic properties of Ar
in the [100] direction only. Elastic con-
stants of Ar at different P can be calculated
(Table 1). Cy; is ~30% bigger than the
bulk modulus K.

An unrealistic computational cell con-
figuration (1) can produce effects of recrys-
tallization under stress conditions. It was
shown (11), for metals with fcc structure by
a combination of MD and Monte Carlo
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Fig. 1. Total energy of argon at T = 0 K as
function of volume calculated with Buckingham
potential (2) for fcc, dhcp, and bce structures.
Lines for closed-packed fcc and dhcp structures
are not distinguishable.

(MC) calculations, that under stress applied
normally to [100], atoms change their posi-
tions, and the whole computational cell
recrystallizes in a configuration with [111]
normal to the loading direction. Following
the procedure described by Selinger et al.
(11), I made calculations for Ar with the
Buckingham IP (2) and found that it also
recrystallizes under uniaxial stress. This re-
sult may be obtained even without numeric
modeling, because when stress is applied
along the [111] direction of a cubic crystal,
the energy of deformation is less than that
for the same stress applied in the [100]
direction. Recrystallization should affect
the calculated Hugoniot (1) and, in partic-
ular, mimic real melting and produce mixed
region on Hugoniot, because “a small in-
crease in U, does not provide sufficient
energy to permit the sample to jump to the
liquid branch of the Hugoniot” (1) because
energy is spent on recrystallization.

The T of liquid Hugoniot was underes-
timated (1) by at least 2000 K in compari-
son with the experimental data or with the
previous calculations (2). This error may be
the result of a wrong application of the
periodic boundary conditions (I). Indeed,
shock wave disturbs the boundary between
periodically repeating elementary cells in
the x and y directions; in the report by
Belonoshko (1), these have sizes from
5X5X60 to 10X10X120 unit cells (or, ap-
proximately, from 25X25X300 A to
50%50Xx600 A at 10 GPa). As a result,
“computational samples” in the report (1)
are systems of small particles. It has been
shown both experimentally and theoreti-
cally othalt materials with small (less than
500 A mean size) particles have different
phase relations than bulk phases and, in
particular, T of solid-solid and solid-liquid
phase transitions may change by several
hundred degrees (12). My calculations
show that even simple dislocations, with
Burgers vector ¥2<110> in fcc Ar lattice
repeated each 50 A at 150 kbar, decrease
melting T by ~900 K. Belonoshko’s con-
clusion (1) that “melting occurs without
any so-called “overshooting” (when a sub-
stance . metastably remains solid even
when its T is higher than the melting T)
also may be wrong, because melting was
observed in a nonrealistic supermicrocrys-
talline phase of Ar.

Table 1. Elastic constants of Ar at 1000 K and
different pressures.

- Pressure, Cy1, Cia K,
GPa GPa GPa GPa
10.0 48.7 28.5 35.2
12.5 60.1 35.8 43.9
16.0 701 41.2 50.8
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Even though inert gas Ar and metal iron
(Fe) are different in nature (13), Be-
lonoshko (1) applied his analysis of shock
wave—induced melting of Ar for iron (Fe).
But more significantly, there is no evidence
(1) of two discontinuities on the curve
V,(P). Only one point in figure 3 in the
report (1) represents “second discontinui-
ties,” and this could be a result of statistical
fluctuations in the numerical calculations
[the point at ~50 kbar on figure 3 in (1) is
also offset from the smooth line, for exam-
ple] or a result of artifactual melting or
recrystallization.

Thus, 1 conclude that the suggested
method of atomistic simulation of shock
wave—induced melting (1) is not correct
and cannot be applied to both Ar and Fe.

L. S. Dubrovinsky
Institute of Earth Sciences,
Uppsala University,
S-75236 Uppsala, Sweden
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Response: 1 am happy that L. S. Dubrovin-
sky expresses interest in my report (1). He
raises a number of issues with regard to it:
(i) there could be other close-packed poly-
morphs responsible for the discontinuities
on the simulated Hugoniot because the po-
tential (1) is short-ranged; (ii) the compu-
tational cell in my numerical experiment
has unrealistic configuration because it is a
single crystal; (iii) whether melting or re-
crystallization is not adequately addressed,;
(iv) the cell was too small for a simulation
of a shock wave, and simulation of melting
requires much larger cells; (v) the liquid
Hugoniot is underestimated by at least 2000
K; and (vi) the results of the simulation on
Ar cannot be used in the case of Fe. My
responses to these issues follow.

1) Because the energies (E) of all close-
packed modifications (fcc, hep, dhep, and
so on) as a function of volume are within
the error of calculations [figure 1 in (1)],
there is no reason to expect solid-solid
structural transformations. The Rankine-
Hugoniot relations (equations 1 and 2 in

my report) represent dependence between
P, V, U, and U,. Because
p oE

TaVr

where T is a constant temperature, the
transformation from fcc to dhep and similar
transitions will not produce any disconti-

nuities on the Hugoniot if the E(V) func-
tion is the same for fcc and dhcp poly-
morphs [as it is for the short-range potential
(1)]. T chose fcc as the starting structure
because Ar is stable in the fcc phase accord-
ing to experiment (2). The potential repro-
duces properties of fcc phase accurately (3).
[ monitored the structural information dur-
ing all simulation runs, and no hep or dhep
configurations was observed. The molecular
dynamic simulation provides complete in-
formation on the structure, including the
coordinates of all atoms at any time during
a simulation run; more complete informa-
tion than any experiment. The statement
that an analysis of the radial distribution
function (RDF) does not help in such cases
(reference 8 in the comment) seems equiv-
alent to rejection of any attempt to obtain
an x-ray pattern of shocked material, be-
cause a structure factor is a Fourier trans-
formed RDF. Because the energies of all
closed packed structures are essentially the
same (figure 1 in the comment), there is no
reason for appearance of other polymorphs
from initial fcc structure.

2) Simulations of a sample that contains
a number of particles comparable with those
in a real sample are not possible at this time
for technical reasons. Therefore, caution
should be taken in interpreting simulated
data. Because the simulated sample is an
oriented crystal and there is no shock-wave
data on Ar single crystals, one has to take
into account the possible influence of orien-
tation. There are experimental data on sin-
gle and polycrystalline Ni samples, which
show that Us in a single crystal can be lower
by 10% (4) and higher by 17%, depending
on the orientation of the sample to the
propagating shock wave, as compared with
those in polycrystalline samples. The simu-
lated data are in agreement with experiment,
if one takes into account the effect of orien-
tation as assessed from data on Ni.

3) When material is subjected to high
strain beyond the yielding limit, a liquid-like
structure appears, as observed in experiments
(5) and in simulations (6). The appearance

Fig. 1. Mean square dis-
placement (MSD) of Ar
atoms with the initial
configurationasn X n X
n fcc unit cells at P = 50
kbarand T = 300 K. Sta-
tistical errors are rather
large at smaller n (from 2
to 5; about 5%) and
quite small at larger n (at
7 and 30, the errors are
less than 1%). Minimum at about n = 4 is in ac-
cordance with theory (74). The MSD asymptoti-
cally approaches the limit, and the difference be-
tween the limit and MSD at n > 7 is small {less
than 3%).
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of such a structure is responsible for the first
discontinuity on the simulated Hugoniot
(1). With respect to the following analysis, it
is not essential what exactly occurred—re-
crystallization or melting. Structures in both
cases can be indistinguishable (5, 6). The
important point is that this is definitely not
a solid-solid transition, and there is a discon-
tinuity on the Hugoniot.

4) In my report (1), I state that calcula-
tions have been checked by doubling the size
of the cross section, and no significant
changes of results were observed. Because
the dependence of the results on the number
of particles (in this case, on the number of
unit cells in the x and y directions) is asymp-
totic (the results do not change after exceed-
ing some sufficiently large number), it is
clear that if [ did not see any changes of the
results when doubling the size from five to
ten unit cells, then the results would not
change with further increase in size. The
Lindemann (7) criteria for melting is a first
approximation, and for Ar it is a good one
(8). Mean square displacement of atoms [this
is within the Lindemann criteria; see (9) for
details] depends on the number of unit cells
in a computational cell of cubic shape (Fig.
1). Ten cells are more than enough for ob-
taining reliable results. Dubrovinsky’s refer-
ence (reference 12 in the comment) to the
data, without providing details, is not con-
vincing because properties of small particles
could be different from bulk properties for
several reasons (for example, the structure of
adsorbate is that of the adsorbent).

5) The calculated melting temperature
from the Hugoniot (that is, one of the
points on the liquid Hugoniot) is in agree-
ment with experiments and calculations,
and Dubrovinsky is not correct on this
point. Ross (10, table 5) gives T = 4235 K
at P = 22.53 GPa as a point on the liquid
branch of the Ar Hugoniot. This is the
highest pressure within the range of my
calculations. Figure 2A in my report gives T
= 3700 K at the same P. Therefore, the
difference is about 500 to 600 K, which is
definitely less than “at least 2000 K” and
can be accounted for by different potentials
and methods used in the calculations.

6) Argon and iron are, of course, differ-
ent substances. In my report, | reasoned
that if two discontinuities on the Ar Hugo-
niot (1) do not require an assumption about
solid-solid transition, it is not necessary to
presume that the two discontinuities on the
Fe Hugoniot (11) are the result of a solid-
solid transition. Two discontinuities can ex-
ist without a solid-solid structural transition
of the material, in accord with the theory of
shock waves in solids. In addition, my sim-
ulations (1) showed the approximate size of
discontinuities one could expect in Ar,
which was comparable with the size of dis-
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continuities in Fe (11). The corresponding

figures showing discontinuities in curves of

velocities of rarefaction waves in Ar (1) and

in Fe (11) are similar (12). This comparison
supports my original conclusion (1).

Anatoly B. Belonoshko

Institute of Earth Sciences,

Uppsala University,

Uppsala S-75236, Sweden
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Intertropical Latitudes and Precessional and
Half-Precessional Cycles

A. Mclntyre and B. Molfino, in their re-
port about the forcing of Atlantic equato-
rial and subpolar millennial cycles by pre-
cession, suggest that climatic changes in
high polar latitudes (which are related to
Heinrich iceberg surges) may be caused by
events that occur in low latitudes (1). This
suggestion is based partly on a quasi cycle
of about 8400 calendar years that they
found in the relative abundance of a trop-
ical marine algae and that they relate to
precession. Our comment is about their
attempt to give this period an astronomi-
cal origin. (I, p. 1869).

1) In the intertropical zone, the sun pass-
es directly overhead twice in a year at each
latitude, but this does not imply that “[o]ver
one precessional cycle, this produces two
intervals during which perihelion is coinci-
dent with the solstice in Northern Hemi-
sphere summer,” as stated by Mclntyre and
Molfino (1, p. 1869). By definition of the
precessional cycle, perihelion can coincide
only once with the Northern Hemisphere
summer solstice during one cycle. What pro-
duces half a precession cycle in the tropics
can only be explained if we accept the prop-
osition that, in the tropics, the climate is
responding principally to the largest maxi-
mum of insolation, independently of the
date it occurs during the year. At the equa-
tor, for example, the sun passes overhead at
both equinoxes. The evolution of the daily
insolation at the equator at the spring and
autumn equinoxes can be graphed (Fig. 1).
This insolation is given by [see formula 30 in

(2)]

\X/spring

autumn CQUINOX = ; 2

1—e

S (1 +e cos(b)z

(1)

where W is the insolation; S is the absolute
solar constant, estimated at a distance equal
to the semimajor axis of the Earth orbit
around the sun; e the eccentricity; and ®
the so-called longitude of the perihelion (&
= 0 when the spring equinox occurs at the
perihelion; & is currently equal to 282°).

These insolations do not depend at all
on obliquity. Their spectrum is dominated
by precession [about 23- and 19-kyr (thou-
sand-year) periods], but displays also, with
much less power, half-precessional periods
(11.5 and 9.5 kyr), eccentricity periods, and
combination tones. To a good approxima-
tion, equation (1) can be written

S
‘Xzsprmg ~ + -~
autumn - 1 = 2ecos®

e’ 5¢?
+ —cos2® + 5 (2)

2
Equation 2 shows also that, with an excel-
lent approximation,

(3)

_ S
Weering = - (1 + e cos®)

(4)

\X/alltumn =— (1 - e COS(I))

T
and therefore that the insolations at spring
and autumn equinoxes are out of phase by

half a precession cycle. Selecting for each
date of the past, the largest of the two
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