
complete abandonment. Ocean-atmosphere 
interactions may produce a salt oscillator by 
driving variations in, for example, net pre- 
cipitation patterns, water vapor transport, or 
export of ice from the Arctic Ocean to the 
subpolar North Atlantic. Variation in any of 
these can affect the surface salinity and, 
hence, deep-water production (9,  11). Bond 
and his colleagues present the first chemical 
evidence of deep-water reduction associated 
with one of the earlier and more prominent 
Holocene cool events, but as yet, no direct 
evidence has been found for recurring oscil- 
lations in deep-water production associated 
with Holocene climate oscillations. Circum- 
stantial evidence, however, does exist. 

In a subtropical North Atlantic core, 
Keigwin identified carbonate ininima ac- 
companying the two most recent of Bond et 
al.'s cold events and the Little Ice Age (5). 
During the last glacial cycle, carbonate oscil- 
lations in this region were associated with 
chemical evidence for deep-water variability 
(12); thus, Holocene carbonate variations 
may also reflect deep-water oscillations. Fur- 
thermore, the very finding of coeval oscilla- 
tions in the subtropical and subpolar North 
Atlantic may suggest deep-water variability, 
because it is unlikely that cold water from the 
Greenland and Iceland seas penetrated as far 
south as 34"N to cause the coolings. Instead, 

with a reduction in deeo-water oroduction. 
surface cooling might occur because less 
warm water was drawn northward over the 
subtropical site to replace sinking waters at 
higher latitudes. Alternativelv, the subtropi- 
cay coolings may be a consecluence of the 
expanded polar atmospheric circulation, 
which apparently coincided with the subpo- 
lar cool events. But even such atlnosoheric 
changes may involve changes in deep-water 
production. If millennial-scale climate 
cycles are indeed paced by internal oscilla- 
tions of the ocean-atmosphere system, then 
the presence of large ice sheets may provide 
the amplifying mechanism as originally en- 
visioned (1) and recently modeled (1 3). 

Several of the Holocene cold events, espe- 
ciallv the one 8200 vears aeo and the Little Ice u 

Age, have been recognized outside of the 
circum-North Atlantic region (4,  14), sug- 
gesting that like glacial millennia1 oscillations 
they were almost global in extent. Modeling 
studies suggest that the occurrence in the 
North Pacific of the larger deglacial and gla- 
cial oscillations inay be explained by an atmo- 
soheric resoonse to variable North Atlantic 
deep-water production (15), but the mecha- 
nisms for transmitting the signal almost glo- 
bally have not been worked out. The impor- 
tance of deeo-water variabilitv in the Ho- 
locene must siill be confirmed. First, convinc- 

ing evidence for deep-water variability must 
be found. Second, the difficulty of explaining 
the quasi-global nature of large millennia1 cli- 
inate oscillations during the last glacial cycle 
reminds us that explaining the presence of 
subtle, widespread climate fluctuations during 
the Holocene will be even more daunting. 
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A Myc-Induced Apoptosis 
Pathway Surfaces 

Douglas R. Green 

W h y  is cancer so rare? Simple probability 
should dictate that in every large complex ani- 
mal at least one of the huge number of dividing 
cells will inevitably transform andlead tocancer. 
Conventional wisdom has it that redundant 
molecular checks oncellularfunction, via tumor 
suppressors, keep the real rates of oncogenesis 
at low levels. But an emerging view, pioneered 
bv G.  Evan at the Imoerial Cancer Research 
Fund Laboratories in London, suggests an 
additional orocess at work; that is, that the basic 
mechanisks of cellular proliferation and 
transformation are tied to the process of apop- 
tosis: The default for all proliferating cells is to 
die unless specifically told not to do so. 

This concept of an active suppression of 
death (via specific survival signals) arose 

The author is in the Divison of Cellular Immunology, La 
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from the observation that c-Myc drives 
apoptosis in fibroblasts unless survival factors 
are present (1). Likewise, the anti-apoptotic 
effects of Bcl-2 are mediated by the diversion 
of c-Myc signals toward cell proliferation 
rather than cell death (2 ,3) .  

c-Myc, in association with its partner 
Max, filnctions as a transcription factor to 
drive apoptosis when low amounts of sur- 
vival factors, such as IGF-1, are present (4, 
5). But what does Myc-Max induce (or re- 
press) that is responsible for the death of 
cells? In this issue, Hueber et al. on page 1305 
(6) show that c-Myc-induced cell death in 
fibroblasts is mediated by the cell surface in- 
teractions of Fas (CD95) with its ligand, FasL 
(CD95L). This effect is due, at least in part, to 
the ability of c-Myc to sensitize the cells to 
Fas-mediated apoptosis, an effect of c-Myc 
that is also seen in tumor necrosis factor-in- 
duced apoptosis (7, 8). The death pathway 

induced by c-Myc meanders to the cell sur- 
face, where the binding of Fas by its ligand 
generates a critical apoptotic signal, leading 
ultimately to the activation of caspase pro- 
teases and the death of the cell (see figure). 

This "surfacing" of a c-Myc-dependent 
cell death ~ a t h w a v  via Fas-FasL interaction 
has been dkcribei  before only in T lympho- 
cytes, during activation-induced apoptosis. 
Ligation of the T cell receptor (TCR) on 
~reviouslv activated or transformed T cells 
induces the expression of FasL, which then 
binds Fas, either on that cell itself or on the 
surface of a neighboring cell (9-1 1 ). This 
induction is dependent on c-Myc expression 
in the T cells, as demonstrated by the use of 
antisense or dominant-negative approaches 
(1 2, 13). That is, activation-induced cell 
death in T cells occurs bv c-Mvc-deoendent, 
Fas-FasL-mediated apoitosis.' 

Perhaus it should not have been sumris- 
ing to ilnlnunologists that the activation- 
induced cell death pathway in T cells sur- 
faces to allow the engagement of a second 
receptor-ligand interaction in order for the 
process to proceed. After all, this is how the 
immune system often works: Clonal selec- 
tion occurs when TCR signals affect tran- - 
scriptional activation of cytokine and 
cytokine receptor genes, so that the activa- 
tion pathway again surfaces in the form 
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of growth factor-receptor interactions and 
leads to entry into the cell cycle. Therefore, 
in T cells, the pathways leading to prolifera­
tion or death involve intermediate receptor-
ligand steps that may provide additional sites 
for regulation of these key processes. The 
surprise is that this effect is not limited to T 
cells, suggesting that surfacing ma 
a general principle in signaling pi 

In fibroblasts, c-Myc sensitizes 
Fas-mediated apoptosis by an 
unknown mechanism. This 
process is shown in the figure as 
the inhibition of a factor (di­
rectly or indirectly by Myc) 
that is itself postulated to in­
hibit Fas-mediated death. This 
suppressor of apoptosis by Fas 
(Saf) is hypothetical, but its 
existence is likely because in 
many cells resistance to Fas-me­
diated apoptosis can be re­
moved by treatment with cy-
cloheximide or actinomycin D, 
which presumably eliminate 
this short-lived inhibitory fac­
tor. A prime candidate for c-
Myc-regulated Saf is an inhibi­
tor of Fas function that currently 
goes by many names, for ex­
ample, Flip {14)- Whether such 
sensitization (by removal of Saf) 
is also involved in activation-
induced apoptosis in T cells is 
unclear, but there are hints that 
it may be (14-16). Although 
this does not exclude effects of Myc on Fas or 
FasL expression, it does ensure that only those 
cells expressing Myc will die; neighboring 
cells may contact FasL on the Myc-expressing 
cell but will not have been sensitized for death 
unless they too express c-Myc. 

Other molecules have been implicated in 
c-Myc-driven apoptosis, although it is not 
known whether these participate in the Fas-
FasL-mediated cell death described here. In 
one hematopoietic cell line, expression of c-
Myc sensitizes cells to undergo rapid apoptosis 
upon growth factor withdrawal. This effect 
appears to be mediated by the expression of 
ornithine decarboxylase (ODC), because ec­
topic expression of ODC is able to substitute 
for c-Myc, whereas inhibitors of ODC neu­
tralize the effect of c-Myc (17). Could ODC 
function in the induction of, or sensitization 
to, Fas-FasL interactions? ODC effectively al­
ters intracellular nucleotide pools, an effect 
that can trigger apoptosis via FasL up-regula-
tion and Fas-FasL interactions in a colon car­
cinoma line (18). 

The coordinate regulation and interac­
tion between apoptosis and proliferation is 
further illustrated by the observation that 
p53 is up-regulated upon c-Myc expression, a 
critical event implicated in c-Myc-induced 

apoptosis in fibroblasts (19). p53 is able to 
transcriptionally down-regulate the expres­
sion of the IGF-I receptor, thereby limiting 
the input of survival and proliferative sig­
nals in favor of those that promote death 
(20). Whetherp53 plays any role in c-Myc-
induced, Fas-FasL-mediated apoptosis is 
unclear, although activation of p53 does 
induce Fas in several cell lines, probably via 
transcriptional activation (21). 

The absence of Fas, blockade of FasL, or 
a disruption of Fas signaling via FADD all 
suppress c-Myc-induced apoptosis. This re­
sult might suggest that such defects could 
permit the selective expansion of c-Myc-
expressing cells and represent a critical step 
in the progression to oncogenesis. So, are 
Fas and FasL tumor-suppressor genes? 
Transgenic expression of L-Myc in lympho­
cytes results in tumors only in animals de­
fective for Fas expression (22). In general, 
however, defects in Fas or FasL do not lead 
to tumors the way that defects in p53 do. 
But if Fas-FasL interactions are required for 
c-Myc-induced apoptosis, then why don't 
defects in this process predispose to cancer? 
The answer to this question may provide 
important clues to the control of transfor­
mation by apoptosis. 

Potentially, this answer may lie in a para­
dox presented by c-Myc-induced apoptosis. 
Apoptosis initiated by ligation of Fas and 
signaled via the FADD molecule proceeds 
through a caspase protease, caspase-8, as a 
necessary step in this death pathway (23). (A 
second Fas-mediated apoptosis pathway 
present in some cells is not inhibited by 
dominant-negative FADD (24) and there­
fore probably does not concern us here.) 
Caspase inhibitors not only block this path­
way to apoptosis, but eliminate all of the 
signals leading to cell death (the cells survive 
and can grow after Fas ligation if caspases are 
blocked) (25). However, caspase inhibitors 
do not prevent the death of fibroblasts in 
which c-Myc is expressed (26). Either inhi­
bition of caspases fails to block Fas-mediated 
death in these cells, which seems unlikely 
given our current knowledge, or else there 
is at least one other caspase-independent 
mechanism that ensures that cells die when 
c-Myc is expressed under conditions of 
limiting survival factors. Indeed, blockade 
of Fas signaling or of Fas-FasL interactions 
fails to allow proliferation of c-Myc-driven 
cells; another mechanism is apparently at 
work. This other mechanism might commit 
the cells to die, even when Fas or FasL are 
nonfunctional. Does this mechanism surface 
as well? 
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A Myc-induced apoptosis path­
way "surfaces" via Fas-FasL in­
teractions. The ligation of Fas by 
FasL, on the surface of fibro­
blasts, fails to result in apoptosis 

because Fas signaling is inhibited by a hypothetical factor, 
Saf (suppressor of apoptosis by Fas). Myc expression sensi­
tizes fibroblasts for Fas-mediated apoptosis, perhaps by re­
moval of Saf. Meanwhile, Myc also induces expression of genes 
that may up-regulate Fas, FasL, or both (inset), thus enhancing 
the Fas-mediated death signals. Ultimately, ligation of Fas trig­
gers the association of FADD/Mort-1 and pro-caspase-8, and 
the latter is activated. The activation of caspase-8 is blocked by 
dominant-negative FADD (DN FADD) or by peptide caspase in­
hibitors (zVAD), both of which block Myc-induced apoptosis but 
do not rescue proliferation in these cells. Activated caspase-8 
triggers downstream apoptotic events that can be inhibited by 
survival factors (such as IGF-1) and Bcl-2, which also block 
Myc-induced cell death. 
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