
~bservedHemisphericAsymmetryinGlobal r e d u c e d t h e d d f e r e n c e s ~ n ~ e e x t e n t s a n d  
areas to 0.02 and 0.4%, respect~vel~,  for the 

Sea Ice Changes SMMR and SSMI F8 data, 0.04 and 0.6% 
for the SSMI F8 and F11 data, and 0.06 and 

D. J. Cavalieri," P. Gloersen, C. L. Parkinson, J. C. Comiso, 0.6% for the SSMI F11 and F13 data (15). 

H. J. Zwally Accurate determination of long-term 
sea ice trends depends in large part on 
accounting for shorter-term iluctuations, 

From November 1978 through December 1996, the areal extent of sea ice decreased by the largest of which is the annual cycle of 
2.9 2 0.4 percent per decade in the Arctic and increased by 1.3 k 0.2 percent per decade ice growth and decay (Fig. 1 ) .  Day-to-day 
in the Antarctic. The observed hemispheric asymmetry in these trends is consistent with variations, resulting from storms and cur- 
a modeled response to a carbon dioxide-induced climate warming. The interannual rents, and annual variations are removed 
variations, which are 2.3 percent of the annual mean in the Arctic, with a predominant by calculating the monthly deviations 
period of about 5 years, and 3.4 percent of the annual mean in the Antarctic, with a (Fig. 2). We  used a band-limited regres- 
predominant period of about 3 years, are uncorrelated. sion (BLR) technique (5, 16)  to determine 

the trend in each of the monthly devia- 
tion time series shown in Fig. 2 for the 
period November 1978 through December 

M o d e l  experiments simulatillg future con- data sets. Overlap between the DMSP F8 1996 (Table 1) .  This technique suppresses 
ditions assuming a gradual increase in at- and F11 spacecraft is only 2 weeks, but the fluctuations having periods less than one- 
mospheric C02 show various hemispheric overlap between the F11 and F13 spacecraft quarter the data record length of 18.2 years, 
asymmetries ( 1 4 ) ;  in particular, some sug- is 5 months. Our analyses show that these including intra-annual fluctuations not al- 
gest that Arctic sea ice will decrease, where- sensors required intercalibration, because ready removed in the process of computing 
as Antarctic sea ice will decrease substan- during the overlap periods the residual dif- monthly deviations and some interannual 
tially less than Arctic sea ice (3)  or may ferences of several percent in sea ice extent fluctuations. The method entails substitut- 
even increase (4).  Here we report observa- and area (the sum of the products of pixel ing a truncated form of the sinc function 
tional evidence of a hemispheric asymmetry area times ice concentration for ice concen- matrix for the usual correlation inatrix in a 
in global sea ice changes from late 1978 tration greater than 15%) would adversely weighted least-squares forinulation for ob- 
through 1996. affect the trend analysis ( 1 C) .  taining a linear fit to the data. The sinc 

Analyses of passive microwave satellite After correctio~ls for residual instrument function, described in (5), is a function of 
observations (5, 6 )  have suggested that the drift, bad or missing data, and false sea ice the form (sinx)/x that is used here as a 
extent of the Arctic sea ice cover (the total signals over ice-free ocean areas (1 I ) ,  corn- multiple-window filtering function. This 
area with ice concentration greater than parisons of sea ice concentrations from dif- method effectively applies a narrow band- 
15%) shrank at 2.5% per decade from 1978 ferent sensors (1 2 )  during overlap periods pass filter centered about zero frequency 
to 1987, whereas there were only insignifi- still revealed significant differences, partic- before extracting the trend line. 
cant changes in the Antarctic sea ice cover. ularly in marginal ice zones. Much of the Superimposed on the monthly deviation 
A more recent study (7) that extended the SMMR-SSMI difference is attributed to the time series shown in Fig. 2 are two trend 
analysis to 1994 found that Arctic ice ex- greater sensitivity of SSMI to atmospheric lines for each hemisphere. One corresponds 
tent continued to decrease and that the water vapor (13, 14). The initial uncorrect- to the BLR result and the other to an ordi- 
Antarctic ice also was decreasing by 0.7 i- ed differences for daily Arctic and Antarc- nary least-squares regression (OLR) fit of the 
0.6% per decade. tic sea ice extents and areas were 2 to 4% monthly deviation data. The difference in 

We  have extended the passive micro- during the overlap periods. T o  lessen these slopes of the Antarctic trend lines is attrib- 
wave satellite observations through Decern- differences, we developed linear relations uted to the BLR filtering of fluctuations with 
ber 1996, using data from the Nimbus 7 between the measured radiances for corre- periods shorter than about 4.5 years, includ- 
Scanning Multichannel Microwave Radi- sponding channels from each sensor during ing the predominant ?-year fluctuations ob- 
ometer (SMMR) (8) and three Defense the overlap periods. These relations were served in the curve smoothed with an annual 
Meteorological Satellite Program (DMSP) used to adjust the SSMI algorithm radiance running mean, also shown in Fig. 2B. Thus, 
Special Sensor Microwave Imager (SSMI) tie points relative to the SMMR tie points. the BLR technique may provide a more ac- 
(9) sensors. The SMMR was launched in These adjustments reduced the ice extent curate determination of the long-term trends 
October 1978 and was fully operational un- and area differences to about 1%. Further through its filtering of shorter-term fluctua- 
ti1 August 1987; data were collected every adjustments of the ice-free ocean tie points tions. The rate of change per decade for the 
other day through most of that period. The 
first of the three SSMIs was launched on 
the DMSP F8 spacecraft in June 1987, the Table 1. Trends in Arctc and Antarctic sea ice covers during the period 1978-1996 from a BLR 
second was ~aullclled on the F11 spacecraft analyss. The OLR results are given in parentheses. For all the BLR results, the confidence level exceeds 

in November 1991, and the third was 99% (29), 

launched on the F13 spacecraft in March 
1995. A period of almost 6 weeks of data Parameter Slope = SD Rate of change 

(lo6 km2 yearr1) (% per decade) 
overlap in 1987 provides a means of cross- 
calibrating the SMMR and SSMI sea ice Arctic 

Extent -0.0345 I 0.0053 -2.9 I 0.4 (-2.9 -t 0.3) 
Area 

Laboratov for Hydrospher~c Processes, NASA Goddard 
Space Flight Center, Code 977, Greenbelt MD 20777, 
I c n  Extent van. 

Area +0.0138 I 0.0025 +1.6 + 0.3(+1.3 + 0.6) 
"To whom corres~ondence should be addressed. 
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Arctic ice extents is -2.9 2 0.4%, where- 
as the rate for the Antarctic is + 1.3 ? 
0.2% (Table 1) .  The  fluctuations of sea ice 
extent observed in the monthly deviation 
time series in each hemisphere (Fig. 2, A 
and B) are uncorrelated (r = -0.06), but 
there is a small negative correlation (r  = 

-0,44) for the smoothed time series. In 
contrast to the Arctic, the Antarctic ice 
extents showed no significant trend from 
1978 through 1993. From late 1993 
through 1996, the Antarctic ice extent 
remained above the 18-pear mean. 

Our studv and earlier studies indicate 
that, overall: the Arctic sea ice cover has 
been decreasing, although not monotoni- 
cally, during the past 20 years. Nimbus 5 
electrically scanning microwave radiometer 
(ESMR) data show that Arctic ice extent 
increased from 1973 through 1976, before 
the decrease from 1979 through 1986 re- 
vealed in the SMMR data 11 7). For our , , 

entire time series (see Fig. l A ) ,  the four 
lowest summertime extents occurred during " 
the last 7 years, with the two lowest extents 
occurring in 1990 and 1995. The 1990 min- 

u 

imum has been attributed to a combination 

" 80 85 90 95 
Year 

80 85 90 95 
Year 

Fig. 1. Sea ice extents derived from multisensor 
single-day records for (A) the Arctic and (B) the 
Antarctic. 

of high springtime temperatures and an 
anomalous high-latitude circulation pattern 
that year (18) and may be related to a 
recent decrease of sea level pressure in the 
central Arctic (1 9) .  Also, variations in Arc- 
tic sea ice extent and its overall trend cor- 
respond both spatially and temporally to 
variations in surface air temperatures over 
the past three decades (20), 

Although we lack overlap between the 
ESMR and SMMR data that would permit 
precise matching of these two data sets, it 
appears that the maximum Antarctic sea 
ice extent since 1972 occurred in 1973. 
Analysis using ESMR data, combined with 
NOAA-Navy analyses based in part on pas- 
sive microlvave data, showed that Antarctic 

sea ice decreased during the mid-1970s (21 ) 
and increased in the late 1970s and early 
1980s (22). The increase in Antarctic sea 
ice during the SMMR and SSMI period 
(Fig. 2B), although occurring in spite of a 
warming trend in the Southern Hemisphere 
(23), conforms with recent results on 
changes in the length of the sea ice season 
in the Southern Ocean from 1988 through 
1994. The length of the sea ice season 
decreased in some areas while increasing in 
others, but overall the area of increases 
exceeded the area of decreases by about 
20% (24). 

Although model simulations do not in- 
corporate all the complexities in the climate 
system, they can provide valuable insights 

11 - - BLR trend 1 - -, OLR trend I Running mean 

-1.5 1 
80 85 90 95 

Year 

BLR trend 
OLR trend 1 1 

-1.5 
I I 1 

80 85 90 95 
Year 

Fig. 2. Monthly dev~a- 
tions in sea ~ c e  extent 
(light solid cunfe) with 
both BLR (long-dashed) 
and OLR (short-dashed) 
trend lhnes for (A) the Arc- 
t ~ c  and (B) the Antarc- 
tic. A 12-month running 
mean (curve with dots) is 
also shown for both. 
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and comparative results. The increase in 
Antarctic sea ice and decrease in Arctic sea 
ice reported here are consistent with results 
from a General Circulation Model (GCM) 
study in which C02 levels were increased 
gradually (4). Other GCM simulations, 
though, show slight decreases in Antarctic 
sea ice extent and thickness (3). GCM sim- 
ulations of C0,-induced climate change pat- 
terns generally agree on some large-scale fea- 
tures such as the amplification of wintertime 
warming at high northern latitudes but dis- 
agree particularly at high southern latitudes 
(25). This study also indicates a surface air 
cooline over .%lie Atlantic sector of the - 
Southern Ocean in austral summer (the sea- 
son when we observe a maximum positive 
trend in the ice extents). In these GCM 
experiments, the hemispheric difference in 
the climate response results in part from the 
influence of the thermal inertia of the much 
larger ocean area in the Southern Hemi- 
sphere. Sea ice growth in the Southern 
Ocean, along with slight lowbing of the 
surface water temperature, are attributed to a 
general freshening of southelm circumpolar 
surface water and the .resultant reduction of 
convective mixing (3, 4). The continuing 
sea ice data record shows significant interan- 
nual and decadal variability that helps pro- 
vide the basis for developing a better under- 
standing of the various processes driving the 
observed changes. 
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Abiotic Selenium Redox Transformations in the 
Presence of Fe(l I, l l I) Oxides 

S. C. B. Myneni,* T. K. Tokunaga, G. E. Brown Jr 

Many suboxic sediments and soils contain an Fe(ll,lll) oxide called green rust. Spec- 
troscopic evidence showed that selenium reduces from an oxidation state of +VI to 0 
in the presence of green rust at rates comparable with those found in sediments. 
Selenium speciation was different in solid and aqueous phases. These redox reactions 
represent an abiotic pathway for selenium cycling in natural environments, which has 
previously been considered to be mediated principally by microorganisms. Similar green 
rust-mediated abiotic redox reactions are likely to be involved in the mobility of several 
other trace elements and contaminants in the environment. 

T h e  redox chemistry of polyvalent ele- 
ments determines their solubility, bioavail- 
ability, and toxicity in geologic environ- 
ments ( 1 ,  2) .  This is apparent in the case of 
Se, which occurs in the environment in 
+VI, +IV, 0, and -11 oxidation states and 
in several organic forms (2-4). Their con- 
centration and biogeochemical transforma- 
tions determine the activity of Se in the 
environment. Although Se is essential to 
animal life at low concentrations and its 
deficiency is known to cause white muscle 

disease in sheep, Se compounds at high 
concentrations are carcinogenic and terato- 
genic (4) .  The higher valent Se forms are 
more soluble, and their reduction in soil to 
the less reactive Se(C) form has generally 
been considered to be facilitated primarily 
by soil organic acids (5) and microorgan- 
isms (6.  7). However, many suboxic geolog- 
ic environments contain green rust (GR),  
which is a mixed Fe(II), Fe(II1) oxide, and 
it has been shown to catalyze redox reac- 
tions (8-10). Here we show how GR medi- 
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