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Time-Domain Holographic Digital Memory

Xiao A. Shen, An-Dien Nguyen, John W. Perry,*
David L. Huestis, Ravinder Kachruf

An optical storage technique based on time-domain holography for the rapid recording
and readout of page-formatted digital data is demonstrated. Storage of 356 kilobits of
data was achieved at a single spatial location in a rare-earth-doped crystal. The digital
data were recorded and accurately retrieved at a peak rate of 300 megabits per second
without the use of error-correcting codes. The system’s raw bit error rate is about 10~7.
This low bit error rate was achieved by a detection scheme for extraction of binary data.
These results have implications for dynamic optical memory.

Holographic memories, once considered a
storage device of the distant future, have
come much closer to reality. Instruments
that make use of holographic approaches to
data storage have been developed and tested
for applications such as the identification of
fingerprints (1). Use of spatial holography to
store page-formatted digital optical data in
computer-based applications has also been
explored, and the results are promising (2—
4). The memories are believed to be superior
to existing technologies, with key features
including ultrahigh storage density, rapid
data transfer, short data access times, and
exceptional reliability.

Although much progress has been
achieved in some key areas of holographic
data storage, several major technical imped-
iments remain, restricting its application in a
broad area, as was promised initially. The
most noticeable obstacle has been the slow
recording rate of conventional holographic
techniques, which record spatial interference
patterns generated by two temporally co-
existing laser beams. The recording requires,
in addition to laser excitation, subsequent
electron diffusion in storage materials, as in
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the case of photorefractive memory, for ex-
ample. Such processes limit photorefractive
technology to applications that are not input
intensive, such as memory that is written
only once. Success in developing high-per-
formance input-output (I/O)-intensive ho-
lographic memories, such as page-oriented
dynamic optical random access memory, will
require the development of much higher re-
cording speeds while maintaining high stor-
age densities and low bit error rates, the
latter being a benchmark for the quality of
stored data.

Time-domain holographic memory has
emerged as an excellent candidate for such
I/O intensive applications (5, 6). This mem-
ory not only has features common to con-
ventional spatial holographic recording,
such as high capacity and high degree of
parallelism, but also some that are comple-
mentary to conventional holography, in-
cluding fast page recording speed and modest
laser power requirement. Recent experi-
ments (6) show that an exposure time of
several microseconds and a peak laser power
of less than 200 mW are sufficient to record
a high-resolution binary image with the
time-domain technique.

Historically, the time-domain holo-
graphic approach evolved from an optical
transient phenomenon known as stimulated
photon echoes (7). It is a time-domain or,
equivalently, a spectral-domain version of
holographic recording. Like conventional
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holography, this technique stores data as
holograms by using a reference beam and a
data beam. These two beams interfere at a
recording medium, causing a change of the
optical properties of the medium. Unlike in
spatial holography, the reference and data
beams appear in the form of short laser
pulses and do not overlap temporally. In
most recording schemes developed to date,
the reference pulse precedes the data pulse
by several nanoseconds to several microsec-
onds to provide, in addition to a spatial
reference, a temporal reference for the re-
corded holograms (Fig. 1). The interference
generated by these two temporally distinct
laser pulses occurs in both spectral and spa-
tial domains, giving rise to four-dimensional
holograms (8).

The spectral interference of the two
pulses is recorded in a storage medium
[which is often a rare-earth—doped solid
such as Eu’*:Y,SiO; or PP*:YAG (YAG,
yttrium-aluminum-garnet)] by laser excita-
tion. Ions such as Eu>* and Pr** that are
responsible for data recording are resonant-
ly excited by the laser pulses to form popu-
lation gratings that resemble the Fourier
spectra of the pulse pair (Fig. 2). These
gratings in a carefully chosen material can
persist for several hours to perhaps several
days at cryogenic temperatures because the

recorded information is actually stored as

population modulation of hyperfine levels
in the ground state (6). Because the grating
is a direct result of resonant excitation and
requires no secondary process, its formation
is instantaneous and requires modest laser
power; the data recording is therefore in-
herently fast and efficient, giving rise to
high data transfer rates, fast access times,
and short latency. These features are ideal
for applications such as a dynamic memory.

Data stored as population gratings are
retrieved by illuminating the sample with
another laser pulse known as the read pulse
(Fig. 2), which reconstructs the object field
as in conventional holography. However,
unlike in conventional holography, the re-
constructed field appears as an emitted laser
pulse and is temporally distinct from the
read pulse, just as in case of recording. For a
given temporal separation T between the
write and data pulses, the reconstructed
pulse will occur a time T after the arrival of
the read pulse (Fig. 1) and has spatial fea-
tures identical to those of the stored data

pulse. This delayed radiation is often re-

ferred to as photon echoes. Mathematically,
the Fourier transforms of the echo and three
input pulse electrical fields E are related in
the following manner

Ee(l’) &« E:W(P)ED(V)ER(V) (1)

where the subscripts e, W, D, and R denote
echo, write, data, and read pulses, respec-
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Fig. 1. Time-domain holo-
graphic recording scheme.
The insert shows the order
in which the wrte, data,
read, and reconstructed
pulses occur.
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tively, and v denotes the frequency. Be-
cause the echo is a replica of the data pulse
both spatially and temporally, the peak
readout rate (the number of bits per echo) is
identical to the peak recording rate (the
number of bits per data pulse) in a time-
domain digital memory.

The material we chose to demonstrate this
recording scheme was crystalline Eu’*:
Y,SiO; (0.1 atomic %, 7 mm thick). We used
its ’F;-°D,, transition at site 1 (~579.88 nm),
which has an inhomogeneously broadened
linewidth of ~4 GHz and a dephasing time of
~2 ms (9). The product of the two parameters
gives the theoretical upper bound for the stor-
age capacity per spatial location as a result of
the presence of the wavelength dimension.
This material has two optically equivalent
sites for the transition; the other site (site 2)
has a comparable linewidth and dephasing
time (9), making the material a good candi-
date for high-capacity applications. During
the experiments, the crystal was kept at a
temperature of about 4 K in a flowing He-
vapor cryostat.

Digital data pages, each of which con-
tained 3360 bits of data, were generated by
illuminating a spatial light modulator
(SLM) (10) with laser pulses as short as

Inhomogeneous
broadening

h R+t >t

11.2 ps (11), giving rise to a maximum peak
(burst) recording rate of 300 megabits per
second. Each page was stored in a distinct,
narrow (~500 kHz) frequency channel (12)
within the inhomogeneously broadened ab-
sorption line by wavelength-division multi-
plexing (WDM). The separation between
twa adjacent channels ‘was chosen to be
~800 kHz. There are distinct advantages to
WDM (13): (i) Recording and retrieval can
be accomplished without the use of any
moving parts for laser beam steering, so that
it is inherently reliable and often provides
short access times (12); (ii) there is no
significant effect on diffraction efficiency;
and (iii) each data page can be recorded in
an identical manner, eliminating the need
for scheduled or incremental recording, as is
used in angular-division multiplexing (14).

The retrieved data were captured by an
intensified charge-coupled device (CCD)
camera and subsequently digitized by a frame
grabber (15). The SLM and CCD operated at
the video rate (30 frames per second, which is
the maximum frame rate allowed for the de-
vices), and the resulting digitized data were
transferred at the same speed to'a computer’s
dynamic memory. At the present time, the
SLM limits the sustainable recording speed to

Fig. 2. Schematic of the
mechanism for the formation
of the population grating and
echoes under the laser exci-
tations. Symbols Ig) and le)
denote the ground and excit-

Gt

le) Population > le) ed states of an electronic
grating transition, respectively, and
: the vertical labeled f repre-
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~110 kilobits per second, substantially lower
than the burst rate of 300 megabits per second
permitted by the storage material; however,
this limit is not fundamental. High-speed

Fig. 3. (A) Input data image after transmission
through the Eu*:Y,SiO, sample. (B) Recon-
structed image after storage in Eu®*:Y,SiO; for
200 ps. (€) Image reconstructed under the same
conditions as in (B) but with weak overall intensity.
(D) Image reconstructed 5 min after the comple-
tion of recording. In (A) through (C), the length of
the data pulse was 11.6 s, and that in (D) was 50
ns. These times correspond to I/O rates of 300
and 87 megabits per second, respectively.

SLMs with a full frame rate of 3 kHz are
commercially available; ones with higher
speeds are being considered for development.
Semiconductor laser arrays may be used in the
future to compose binary digital pages without
the need of SLMs. Such devices will have a
single-channel modulation rate sufficiently
high (in excess of 1 GHz) to match the burst
rate set by the page exposure time.

In digital memories, one important param-
eter determining the memory’s performance is
the bit error rate (BER), which measures how
often an error bit occurs on average. This
parameter is closely related to other perfor-
mance parameters of the system, such as stor-
age capacity, data transfer rates, and data ac-
cess times. In general, for a given system,
attempting to reduce the BER leads to a de-
crease of storage capacity or data transfer rate,
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Fig. 4. (A) Histogram showing the intensity distri-
butions of 0's and 1’s that were retrieved from the
time-domain memory. (B) Normalized histogram
obtained after applying the local threshold tech-
nique. In obtaining these results, we used a peak
recording rate of 300 megabits per second. The
100 pages were wavelength-division multiplexed
at a single storage cell measuring about 1.0 mm
by 1.0 mm by 7.0 mm at a rate of 30 frames per
second with a total recording time of ~3.3 s. All of
the pages used here were obtained from the same
experiment. For convenience, each page used for
BER analysis was retrieved after being transferred
to the memory for 200 ws. The use of short stor-
age time prevented the undesired page-to-page
fluctuation caused by the slow frequency drift of
our laser. An example of long-term storage is
shown in Fig. 3D. The echo (or “diffraction”) effi-
ciency for the short-term storage was measured
tobe ~5 X 1075

or both, because a low BER requires high
signal-to-noise ratios, which implies the use of
large bit dimensions in the case of parallel
recording. For a given frame size, it translates
into a decrease of the data transfer rate.

For an optical storage system operating
at high [/O speeds with low laser power
illumination, the retrieved data are often at
a signal level that is limited by shot noise,
which is a result of the quantum nature of
photons. For page-formatted recording, the
process is further complicated by the non-
uniform illumination of an SLM. Because of
these undesired conditions associated with
a low photon budget, such a system often
exhibits large page-to-page fluctuations and
intrapage variations.

Figure 3A shows a sample input page
used in data recording. Spatial variation of
the intensity is apparent. This variation
reflects the spatial beam mode of the ad-
dressing laser, contributing partially to the
spatial signal variations within a page dis-
cussed earlier. The other contributions in-
clude shot noise.

The page-to-page fluctuation is often
more noticeable in the retrieved data be-
cause it is magnified by less-than-ideal re-
cording and readout conditions. Figure 3, B
and C, show two retrieved pages that rep-
resent the brightest and dimmest among a
total of 100 pages recorded in an experi-
ment. They are single readout events with
no signal averaging. The intensity differ-
ence between the two pages is >300%,
which is mainly caused by the frequency
instability of the laser system (12).

Examination of the histogram of all 100
pages (totaling 336 kilobits of data) reveals
that the intensity distributions of the 1’s (or
ON’s) and 0’s (or OFF’s) partially overlap
(Fig. 4A). If a single threshold were used to
determine all of the data bits, it would lead
to a BER as large as 1073, which is not
suitable for any storage application.

The broad distribution curves in Fig. 4A
are mainly a reflection of the interpage inten-
sity fluctuations and intrapage variations. The
broadening also includes cross talk between
neighboring 1’s and O's. If these intensity vari-
ations and cross talk were removed, the dis-
tributions for both 1’s and 0’s would follow
closely scaled Poisson distributions, which has
been confirmed experimentally for known im-
ages. Under this condition, a single threshold
can be obtained for the whole page with
knowledge of the average of the intensities of
I’s and O’s only. This finding allows us to
develop the following scheme to rapidly and
accurately read page-formatted binary data
that have large intrapage intensity variations
and large interpage fluctuations.

We use recently determined data bits to
obtain a local threshold for the next bit
under consideration. The local region is
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chosen in such a way that it occupies an
area that is small enough so that the illu-
mination is approximately uniform yet large
enough to have a sufficient number of bits
for an adequate average. Under such a con-
dition, a threshold can be derived from the
scaled Poisson distributions to accurately
determine the state of the bit, provided that
the intensity within a page varies smoothly.
We adopted the following formula for the
threshold

Ithr = 10 + p\/170
+ql(l; — pI) — (o + pyI)]  (2)

where [, and I, are the average intensities of
0’s and 1’s, q is a weighting factor (chosen
empirically to be ¥3), and p is a measure of
at how many standard deviations above I,
and below I, we can place the threshold.
Here, we use p = 11. The optimum num-
bers used in averaging were found to be 4
for 0’s and 8 for 1’s.

Initial values of I, and I, are needed to
jump start the analysis of each page. This is
accomplished by permanently setting to 0
four known bits at the corners of a 4 X 4
region in the center of the SLM, where the
signal-to-noise rate is largest. We average
the 4 bits to estimate 1. A crude estimate for
I; can be obtained by averaging the intensi-
ties of the remaining 12 unknown bits. The
threshold for the block is then calculated
from Eq. 2 by assuming the block intensity
Lioa. = g + 1))/2, which implies an equal
number of I's and O’s in the block. This
approach yields a BER of 1076 for the 12-bit
central region, or equivalently, a 10~ prob-
ability of having an error bit per page.

We then continue this analysis process by
spiraling outward from the center of a page
toward the edges, with the intensity decreas-
ing gradually as the analysis proceeds. The
neighboring 1’s and O’s are stored in two
separate register arrays and updated in a first-
in—first-out manner to obtain their running
averages. Thus, each data bit is determined in
real time with the use of Eq. 2. In comparison
to existing schemes for reading page-format-
ted digital data (2, 16), this automatic thresh-
old calibration technique uses no coding bits
and requires no mathematical iteration. These
advantages lead to a significant increase in
the readout rate, which is ideal for high-speed
applications.

Using this approach, we repeated the
above experiment and obtained a histogram
for the same 100 pages used earlier (Fig. 4B).
This histogram was normalized to the respec-
tive threshold of each data bit and shows two
clearly separate distribution curves. The sep-
aration is ~40% of the full width of the
distribution for O’s. This large separation sug-
gests an effective increase of the system’s dy-
namic range by ~40%. The raw BER is esti-

mated to be ~1077. We further verified this
number by repeating the experiment 10 times:
The two distribution curves in the resulting
histogram remained separate.

According to our BER measurement, our
current storage system is capable of recording
close to 10 megabits of digital data without
generating an error bit. To demonstrate it, we
stored a high-resolution black-and-white pho-
tograph of Albert Einstein (Fig. 5A). The
digitized photograph contains 106 pages, to-
taling 356 kilobits, of digital data. Figure 5B
shows the reconstructed photograph after be-
ing copied to and read back from the memory.
The entire photograph was stored at a single
spatial location in Eu’*:Y,SiO; using WDM
with a peak recording speed of 300 megabits
per second, and no error correcting code of
any kind was used. The total material band-
width used was only ~85 MHz.

Because Eu’*:Y,SiO5 has two equiva-
lent optical sites with a total of ~8 GHz
inhomogeneous bandwidth, 85 MHz repre-
sents only ~1% of the available storage
capacity at this location. In principle, 100
such photographs can be wavelength mul-
tiplexed at this spatial location, which im-
plies a total raw capacity of ~4.5 mega-
bytes. Taking into account the active stor-
age volume used, the projected density is
~6 X 108 bits per cubic centimeter.

The above estimates were based on
simple extrapolation of our current exper-
imental results, which were obtained un-
der conditions that were far from optimum
(15); therefore, these numbers do not rep-
resent the fundamental limits of the stor-

REPORTS

age system. The projected capacity can be
increased substantially by using, for exam-
ple, a matched SLM, CCD, and frame
grabber (3). Furthermore, the use of SLMs
with lower insertion loss would also in-
crease the storage density because higher
spatial resolution can be achieved with a
high-power addressing beam. Currently,
SLMs with an insertion loss of <20% are
commercially available. With the rapid
advance of peripheral devices, such as
SLMs and CCD cameras, the achievable
storage capacity is likely to be several
orders of magnitude greater than what is
projected here.

The recording and readout speeds would
also be increased by the use of a SLM with
lower insertion loss. We estimate that the
length of the data pulse can be reduced by a
factor of 5 without loss of signal strength by
using a SLM with 20% insertion loss. This
adjustment would allow an I/O rate of ~1.5
gigabits per second. Furthermore, by using
matched SLMs and CCDs, an I/O rate in
excess of 10 gigabits per second should be
achievable without any penalty in raw BER.

Parallel digital data storage making use of
the time-domain approach could be devel-
oped into a high-performance page-oriented
dynamic optical memory. As the technology
for parallel data access becomes more mature,
this time-domain holographic approach along
with other optical holographic storage tech-
niques (such as photorefractive memory) may
fulfill their long-awaited promise for high-
speed, high-density data storage. A number of
issues still need to be addressed before this

Fig. 5. (A) Digitized photograph displayed using its original binary data. (B) Same photograph obtained
after the binary data was transferred to and then recalled back from the time-domain memory. {Reprint-

ed with permission from UPI/Corbis-Bettman)]
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technology can be considered commercially
viable, such as the low operating temperature
currently used, which will require further ef-
forts in the development of high-temperature
storage materials.
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Nanotube Nanodevice

Philip G. Collins, A. Zettl,* Hiroshi Bando, Andreas Thess,
R. E. Smalley

A scanning tunneling microscope (STM) was used to explore the local electrical char-
acteristics of single-wall carbon nanotubes. As the STM tip was moved along the length
of the nanotubes, well-defined positions were found where the transport current changes
abruptly from a graphitic-like response to one that is highly nonlinear and asymmetrical,
including near-perfect rectification. The observations are consistent with the existence
of localized, on-tube nanodevices of a type proposed theoretically.

Carbon nanotubes (1) constitute a fasci-
nating new class of materials with a broad
range of potential applications. Electroni-
cally, nanotubes are expected to behave as
ideal one-dimensional (1D) “quantum
wires” with either semiconducting or metal-
lic behaviors, depending on geometrical
tube parameters (2—-4). The joining of dis-
similar tubes could result in nonlinear junc-
tion devices formed from only a handful of
carhon atoms. It has been suggested that
localized defects, such as pentagon-heptagon
pairs, can be the basis of nanoscale nanotube
devices (5-8). We used an STM to explore
the local electrical characteristics of carbon
single-wall nanotubes (SWNTs). By moving
the STM tip along the length of the nano-
tubes, we found well-defined positions where
the transport current changes abruptly from
a graphitic-like response to one that is highly
nonlinear and asymmetrical, including near-
perfect rectification. The observations are
consistent with the existence of localized,
on-tube nanodevices of the type that have
been explored theoretically. Such device
properties, when combined with the high
mechanical strength (9) and anticipated
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high thermal conductivity of nanotubes,
point toward several future electrical, me-
chanical, and electromechanical applica-
tions, including those on size scales inacces-
sible by current lithographic methods.

The SWNTs used in this study were
synthesized through a laser-assisted process
described previously (10). The nanotubes
were purified in oxygen at 750°C to remove
undesirable amorphous and graphitic mate-
rial. X-ray and electron diffraction studies
on nanotubes from the same preparation
batch indicated that a large proportion of
the SWNTs thus produced have 1.36 nm
diameters and zero chirality (so-called
“armchair” tubes); the tube diameters are
presumed uniform over micrometer-length
scales.

Crystalline “ropes” of close-packed paral-
lel-aligned tubes tend to form with average
diameters of 20 nm. Previous fixed, large-
contact electrical conductivity measurements
on such nanotube ropes have shown a metal-
lic-like behavior at room temperature and
activated or localized behavior at low temper-
atures, as expected from quantum 1D wires
(11-13).

We prepared samples suitable for STM
characterization by pressing the purified
SWNT material onto a gold-coated glass
substrate, which left behind a thick film or
mat of randomly aligned nanotubes. To
eliminate extrinsic sources of damage to
the SWNTs, we performed no other pro-
cessing of the surface. The local electronic
structure of the nanotubes was determined
with a specially constructed STM with in
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