
The polyphosphate yield of this process 
would be determined not only by the pro- 
duction, but also by the (hydrolytic) de- 
struction rate of polyphosphate before it 
could reach the deep ocean. A detailed 
discussion has to take into account the 
following considerations (8), among others: 
Phosohate would condense out of rock va- 
por after much of the silicate had con- 
densed. So, rock rain would concentrate 
phosphate in the remaining air. The rock 
rain drops would fall through the surface 
laver and would be auenched in seconds in 
the ocean. Water rain would not fall until 
later, when the atmosphere became cooler 
than the critical point. This water rain 
would initially be buoyant on saline water 
and cool slowlv. 

In a reduced rock vapor with metallic iron, 
P is not volatile; it condenses in solid solution, 
and then as Fe,P. This would happen in a 
major impact, when metallic iron is present. 
Phosohorous becomes a lithosohile at lower 
temperatures as phosphate. If iron drops 
quench, then P might react at low tempera- 
ture. On the other hand, iron phosphide in Fe 
metal drops may be a good starting material 
for interesting  reb biotic reactions. In a more ". 
oxidizing impact of silicate without metallic 
iron, phosphate may become concentrated 
more in the final vapor. [The moon is some- 
what depleted in P relative to the Earth, so 
the final, vapor that was lost to space was 
somewhat enriched in P (9)]. 

Finally, a further point has to be taken 
into account: Keefe and Miller (4) pointed 
out that if the partial pressure of water 
vapor exceeds 6 bar, the entropy-driven 
condensation reaction of phosphate into 
polyphosphate and water would be driven 
in the reverse direction. This limits the size 
of the impactor useful for producing 
polyphosphates to about 90-km diameter 
(8). Much bigger blasts in earlier times 
(even bigger than ocean blaster) would 
have destroyed any complex molecules, in- 
cluding polyphosphates, [the water vapor 
atmosphere lasts 3000 years (7)], but could 
still be beneficial for the later origin of life 
by reworking the upper crust thoroughly 
and "leaching out" the phosphate fraction. 
Because phosphate probably remained air- 
borne longer than the rock fraction (8), it 
would be more concentrated in the upper 
layers of the Earth's crust after re-conden- 
sation. There it could be mobilized again by 
not so massive and deep penetrating im- 
pacts. Such large impactors, however, 
would have an iron core. So the above- 
described process has to compete with iron 
droplets in a large impact. Most of the 
Earth's P todav is in the core (8). ~, 

The admittedly optimistic scenario de- 
scribed above could be a counterargument 
to Miller's computation (which was intend- 
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the rock droplets. A big surface area would be pro- 
vided. Glass reacts quickly, and could assist in the 
polymerization of oligonucleotides, as shown by the 
experiments of J. P. Ferris et a/. [Nature 81, 59 
(1996)l. Also, Fe metal droplets will react and be- 
come FeS, or FeS templates with P readily available 
(8). Thus, there could be a connection between this 
process and the iron-sulfur-world scenario for the 
origin of life [G. Wachtershauser, Progr. Biophys. 
Mol. Biol. 58, 85 (1 992)]. 
I am thankful to N. H. Sleep for answering numerous 
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The Usefulness of NMR Quantum Computing 

Quantum computing-the manipulation 
of a quantum mechanical system to do in- 
formation processing-has attracted con- 
siderable recent attention, largely triggered 
by Shor's proposed algorithm for finding 
prime factors in polynomial instead of ex- 
ponential time (1). The importance of this 
problem has also led to numerous attempts 
to realize quantum computers, including 
systems such as trapped ions and quantum 
dots. In their Research Article. Gershenfeld 
and Chuang (2) propose the use of a much 
less exotic system-nuclear magnetic reso- 
nance (NMR) of molecules in a room-tem- 
perature solution. They demonstrate that 
such a "bulk soin-resonance" svstem is ca- 
pable in principle of doing quantum com- 
putation, and they discuss the generation of 
6 to 10 quantum bits ("qubits"), which 
would be a daunting, but not impossible 
task with today's technology. Of course, 
solution NMR was used in the 1950s to 
study equally small molecules, yet today we 
study proteins with thousands of spins. If an 
NMR quantum computer were ultimately 
scalable to larger numbers of qubits (say 
100), the implications for computational 
science would be exciting. - 

There is doubt, however, that solution 
NMR quantum computing will ever be use- 
ful. Ensembles of uncoupled two-level sys- 
tems (magnetic resonance or any other 
form) have quite classical dynamics, as 
shown by Feynman (3). Thus the clock 
cycles for any nonclassical dynamics, in- 
cluding all of the computing operations in 

the report (2) and in any other conceivable 
treatment, require times on the order of the 
reciprocal of the spin-spin couplings (-200 
Hz for directlv bonded atoms. -10 Hz for 
protons on nearest-neighbor carbons) per 
step. Many such steps would be needed for 
logic operations between two separated 
spins. Dipolar couplings (for example, in 
solids) can increase the couplings by anoth- 
er factor of 10, but then the eigenstates are 
not the simple spin product states, and each 
logical manipulation will be much more 
complex. The slowest limit of speed esti- 
mated by Gershenfeld and Chuang (2) (10 
logic gates per second) is thvs grossly over- 
o~timistic for a reasonablv sized molecule. 

Speed is not an important problem for 
demonstration experiments; perhaps new 
quantum algorithms will be found that 
compensate for the enormous slowdown. 
However, NMR is the premier spectro- 
scopic example, not of quantum mechan- 
ics. but of auantum statistical mechanics 
indluding en'semble averaging. For a mac- 
roscopic sample (say N .=; 10'' spins) the 
evolution is essentially deterministic. For 
example, all modern spectrometers rou- 
tinely measure I, and I, simultaneously, 
despite the Uncertainty Principle. Fluctu- 
ations from the expectation value scale as 
1 / m ,  or about 10" f i  (10-l1 of the 
magnetization, but as I show below, this is 
still not good enough for solution NMR " " 

quantum computing). In addition, in 
NMR the energy difference between the 
two spin states of each atom is small, 
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which implies that  the possible signal in  a 
quantum computing experiment suffers a 
severe degradation for systems that might 
be big enough, in  principle, to  contain a 
useful number of qubits (Fig. 1). For ex- 
ample, in  a 100-spin system at  room tem- 
perature, the  expected signal for a n  ideal 
quantum computer is 28 orders of magni- 
tude smaller than the room temperature 
magnetization. 

Why is the scaling such a problem? Be- 
cause the quantum computing signal relies 
on  the fraction of the molecules starting in  
a single specific eigenstate in the equilibri- 
um density matrix peg,. After the evolution 
through a n  assumed Ideal set of quantum 
gates onto a target state, the computing 
signal has to be detected (converted into 
observable magnetization). Because the ob- 
servable operators are traceless, this reduces 
the signal further: Only the largest popula- 
tion difference in  p,, (the difference be- 
tween the all-a and all-P states) can be 
made observable. It can be shown that the 
best way to do this is to overlap the popu- 
lation with the largest matrix element of I,, 
so the ideal observable signal is 

This upper limit is actually quite similar to  
doing N-quantum selective excitation (4) 
in a totally asymmetric N-spin system. This 
has been done for N 2 6 onlv in high 
symmetry cases such as benzeni or sofid 
adamantane. For the quantum computing 
problem, symmetry hurts instead of helps- 
it reduces the number of possible qubits. 

A (classical) comDuter can evaluate 
equation (1) by an explicit sum over states 
for moderate values of N. It can also be 
simplified in  the high temperature limit 
Nhv/kT<< 1: 

This can be compared to the  magnetiza- 
tion after one pulse in  a normal NMR 
experiment: 

SqUan,,,/M, = 2-"'+' sinh(Nhv/2kT)/ 

[sinh (hv/2kT)coshN-' (hv/2kT)] (3)  

It is apparent that the scaling to a useful 
number of spins is extremely unfavorable. 
T o  fully understand the scope of this prob- 
lem, note that 99.99999999% of the time a 
generously sized room-temperature sample 
( loZ2 spins) contains no 100-spin molecules 
in the ground state ala . . . a,, or in any 
other single one of its Z'OO quantum states. 
Furthermore, the all+ state is only 1% less 

probable than the all-a state in a 600-MHz 
spectrometer. Thus, for every 100 times one 
molecule accidentally gets in  the "right" 
(all-a) initial state, there will be 99 occur- 
rences of the "wrong" (all-P) initial state, 
giving exactly the negative of the desired 
signal. Finally, the "random" component of 
the magnetization (-1011 f i ,  as discussed 
earlier) is 10'' times larger than the expect- 
ed signal and evolves at  the same frequency. 

Gershenfeld and Chuang state that the 
signal grows exponentially with decreasing 
temperature, but exponential growth does 
not start until hv/kT>>l (<<1K even for 
'H in large magnets). The  sample then will 
not be a liquid; lines will be broadened and 
intermolecular couplings will complicate 
logic gates enormously. It is possible to  po- 
larize nuclear spins from electronic spins 
using laser excitation, but doing this effi- 
ciently requires isolated atoms with sharp 
electronic transitions (for examule. lZ9Xe or 

L ,  

3He in contact with Rb atoms in the gas 
phase (5). Spin-polarized lZ9Xe can polarize 
room-temperature 'H in solution (6), but 
the fractional polarization is fundamentally 
limited bv the nature of the interaction. 
Solid 3 ~ e  at  mK temperatures has sharp 
resonance lines due to  spin diffusion (the 
linewidths are on  the order of 1 Hz, similar 
to  liquids), but in  this case there are n o  
scalar couplings. Finally, perhaps someday 
we will have 100-kT magnets with the re- 
quired 10-nT inhomogeneity, but in that 
case the field itself will surely align the 
solute and reintroduce dipolar couplings (as 
happens now in proteins). 

These problems are not found with other 
potential implementations of quantum com- 
puting. For transitions with hv>>kT the ini- 
tial state can be prepared essentially without 
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Fig. 1. Observable magnetization and the ideal 
quantum computing signal as a function of tem- 
perature for a 100-spin system. At room temper- 
ature, the signal is about 8 x 1 0-34 of the mag- 
netization. Even for 'H in a large magnet, the ideal 
signal is small until T<<IK, at which point the 
sample would surely not be a solution. Tempera- 
ture: protons, 14.7 T magnet (600-MHz spec- 
trometer) assumed. 

loss, no matter how many systems are coupled. 
This means, for example, that electron spin 
resonance (ESR) spectroscopy in modem su- 
perconducting magnets (resonance frequen- 
cies around 300 GHz) can get into the right 
regime at liquid helium temperatures; one 
could conceive of quantum computing with 
multiple-radical molecules in an inert matrix, 
using dipolar couplings plus g value differences 
that are far larger than J couplings and chem- 
ical shifts, respectively, in NMR. It seems 
more likelv. however. that if auantum com- , , 
puting will ever be practical, it will be with 
"designer materials" such as precisely spaced 
quantum dots or free radicals positioned on  a 
surface by force microscopy. 

In summary, quantum computing might 
well turn out to be capable someday of 
solving certain problems better than con- 
ventional techniques; but if so, bulk NMR 
is not likely to play any role in a practical 
implementation. 
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Response: Few researchers can match War- 
ren's innovative contributions to NMR 
techniques, but he makes a number of re- 
strictive assumptions about areas of active 
research that led him to draw unduly pessi- 
mistic conclusions about the usefulness of 
bulk spin resonance quantum computing. 

First. our conclusion (which he  agrees - 
with) was that realizing a 10-qubit quantum 
computer is within reach of existing NMR 
spectrometers (1 ). While there are grounds 
to think that it will be possible to scale 
bevond that. even 10 aubits is remarkable. 
because just a year ago there were confident 
predictions that building any nontrivial 
quantum computer would be impossible. In 
the short time since its introduction, this 

cemag.org SCIENCE VOL. 277 12 SEMEh 



new technique has already led to the first 
experimental realization of quantum gates 
connected into circuits (2) that have been 
used to run programs to experimentally test 
theoretical predictions of unusual quantum 
dynamics (3). Even in these first simple 
examples, the introduction of quantum 
computation to NMR has already proved 
itself to provide fruitful new ways to explore 
the creation and loss of coherence in com- 
plex systems. 

Warren makes two fundamental points, 
both of which were clearly identified in 
our Research Article ( 1  ). First, the slowest . . 
operations come from coupling terms, 
which usefully range down to on the order 
of 10 Hz. Warren states that this rate 
severely limits the feasible molecule size, 
but we gave two reasons why this conclu- 
sion is incorrect. The first is that a quan- 
tum computer does exponential work per 
time step. A t  the speed of the fastest (pub- 
lically known) classical factoring to date, 
finding the factors of a 1000-digit number 
would take on the order of the age of the 
universe. A quantum computer with a 1- 
Hz clock cvcle time could reduce this time 
to a matter of days. Further, a polynomial 
decrease in coupling strength with in- 
creasing molecule size will still lead to 
an exponential increase in computation 
speed. The second reason why the cou- 
pling frequency does not limit the mole- 
cule size'is that, as with classical comuu- 
tation, quantum computation is possible 
using only local (and hence strong) inter- 
actions. Ouantum cellular automata are 

% 

computationally universal, and have fa- 
vorable scaling properties (4). 

Warren than reproduces our conclusion 
that, in the high-temperature limit, the 
signal strength falls off roughly exponen- 
tially in the number of qubits. This limits 
conventional spectrometers to roughly 10 
qubits. But, the special features of quan- 
tum computation suggest many optimiza- 
tions not possible in a general-purpose 

spectrometer. Starting by transferring 
electron polarization gives an improve- 
ment by a factor of lo3 in signal strength 
(the ratio of the gyromagnetic ratios); 
reading out with transfer back to electrons 
gives another factor of lo3 in magnetiza- 
tion and another factor of lo3 in the time 
rate of change of flux in a pick-up coil. 
Because the system can be designed 
around a large sample of a known fluid, 
increasing the sample radius by a factor of 
30 eives another factor of lo3. and because " 
the computation can be designed to read 
out on a single line, a high-Q resonantor 
can provide another factor of lo3. Each 
factor of lo3 provides sensitivity for 10 
more qubits. Realizing these potential im- 
provements presents a significant experi- 
mental challenge, but taken together they 
suggest that it might be possible to reach 
sizes larger than the biggest classical com- 
uuters (Z40 - 10'' bits). 

These refinements remain in the high- 
temperature limit and thus cannot be ex- 
pected to scale further still. As we have 
noted, the underlying problem arises from 
the small Boltzmann factors. But Boltz- 
mann factors of order unity are routinely 
observed in a number of systems, including 
optically pumped vapors and cryogenically 
cooled materials. While this work to date 
has focused on simple systems without the 
nonlinear interactions required for com- 
~uta t ion.  recent exuerimental studies have 
shown that it is possible to transfer large 
polarizations to molecules with multiple 
spins (5). This is now an active research 
area. Given the possibility of such large 
Boltzmann factors, the remaining scaling 
limit is the decoherence time, but NMR 
approaches the range of the decoherence 
per gate required for steady-state error cor- 
rection (6). 

Warren concludes by stating that alter- 
natives such as quantum dots have much 
more uromise. This unexuected conclu- 
sion neglects the experimental reality that 

bulk spin resonance quantum computing is 
the only experimental approach to date 
that has implemented nontrivial quantum 
circuits, while quantum dots have deco- 
herence times below nanoseconds and 
have yet to demonstrate a coherent quan- 
tum eate. This does not mean that NMR is - 
the final solution; a useful quantum com- 
puter will almost surely look nothing at all 
like a conventional NMR spectrometer, 
and will draw on the best features of all of 
the alternative approaches. It may not 
necessarily even involve nuclear spins, but 
we are confident that it will take advan- 
tage of the desirable features, introduced 
by NMR, of representing quantum infor- 
mation in ensembles using naturally oc- 
curring nonlinear interactions and per- 
forming quantum readout by a weak en- 
semble measurement. Scaling beyond 
roughly 10 spins poses daunting experi- 
mental uroblems for NMR. but we have 
found nothing in his arguments or our 
experiments to dissuade us from this ex- 
citing challenge. 
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