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STATs and Gene Regulation 
James E. Darnell Jr. 

STATs (signal transducers and activators of transcription) are a family of latent cyto- 
plasmic proteins that are activated to participate in gene control when cells encounter 
various extracellular polypeptides. Biochemical and molecular genetic explorations have 
defined a single tyrosine phosphorylation site and, in a dimeric partner molecule, an Src 
homology 2 (SH2) phosphotyrosine-binding domain, a DNA interaction domain, and a 
number of protein-protein interaction domains (with receptors, other transcription fac- 
tors, the transcription machinery, and perhaps a tyrosine phosphatase). Mouse genetics 
experiments have defined crucial roles for each known mammalian STAT. The discovery 
of a STAT in Drosophila, and most recently in Dictyostelium discoideum, implies an 
ancient evolutionary origin for this dual-function set of proteins. 

A large number of extracellular signaling 
polypeptides (>35) interact with specific 
cell surface receptors that trigger the acti- 
vation of latent cytoplasmic transcription 
factors termed STATs. The  STATs be- 
come phosphorylated on tyrosine, then 
dimerize by reciprocal SH2 phosphoty- 
rosine interaction and enter the nucleus to 
regulate transcription of many different 
genes. The  STATs were recognized as li- 
gand-induced transcription factors in in- 
terferon (1FN)-treated cells and then in 
cells and tissues exposed to many other 
signaling polypeptides (1-3). A great deal 
of new information has accumulated about 
svecificitv in the activation of the STATs. 
about the functional domains of the pro- 
teins, and about the varietv of their bio- 
logic functions both in development and 
in adults. Also, knowledge is beginning to 

The author is in the Laboratory of Molecular Cell Blology, 
Rockefeller University, New York, NY 10021, USA. 

accumulate about how STATs effect tran- 
scriptional changes. 

Mechanism of Activation 

Seven mammalian STAT genes have been 
identified in three chromosomal clusters 
(4). The genes encoding Stats 1 and 4 map 
to a region of mouse chromosome 1 (equiv- 
alent to human chromosome 2, bands q12 
to q33); Stats 3, 5A, and 5B map to a region 
of mouse chromosome 11 (human chromo- 
some 12, bands q13 to q14-1); and Stats 2 
and 6 map to a region of mouse chromo- 
some 10 (human chromosome 17, bands 
q l l - 1  to q22). Stats 1, 3, 4, 5A, and 5B are 
between 750 and 795 amino acids long, 
whereas Stats 2 and 6 are -850 amino acids 
long (2, 5 ) (Fig. 1) .  Differential splicing 
leads to the production of a number of 
additional proteins, but the extent of vari- 
able splicing has not been widely explored. 
An  important unresolved issue is whether 
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Fig. 1. Properties of STAR 100 
STAT molecules. The 2.8 -- 
STAT molecules are ei- 3, 4, 5A, 58 
ther -850 (Stats 2 and I 

6) or 750 to 795 amino 
acids long (Stats 1, 3, 4, STAR 

5A, and 5B). Upper pan- 1.4 U STAT dlnwMmer 
el: The universally shared 
regions and their bound- 1,3,5 0 phOwat-7 0 

aries are indicated in col- 1 p48 (IRFs7) 
or. Phosphotyrosine (pY) 1- ap- 0 
is present in all activated 2 ~~ 0 
STATs; phosphoserine 2- -1 
(pS) is present in activat- 
ed Stats 1, 3, 4, 5A, and 58. Transactivation domains (TAD) are shown in red. Lower panel: Protein 
interaction domains in the STATs listed at the left. The NH,-terminal (leftmost) domain of Stats 1 and 4 is 
divided; the dark box indicates that removal of 40 residues of Stat4 destabilizes dimer-dimer interactions 
in that molecule. 

any more family members exist. 
Phosphorylation on a single tyrosine lo- 

cated around residue 700 in each protein is 
obligatory for STAT activation (1, 2) (Fig. 
1). Ligand-activated receptors that catalyze 
this phosphorylation include receptors with 
intrinsic tyrosine kinase activity [for exam- 
ple, epidermal growth factor (EGF), platelet- 
derived growth factor (PDGF), and colony- 
stimulating factor-1] as well as receptors that 
lack intrinsic tvrosine kinase activitv but to 
which Janus kinases (JAKs) are 'nonco- 
valentlv associated (3. 6). The mammalian . ,  , 
JAKs include four large tyrosine kinases 
(-1200 amino acids) characterized by a 
COOH-located kinase and a neighboring 
domain that resembles but is not an active 
kinase. Receptors to which JAKs are bound 
are often referred to as cytokine receptors. 
Their ligands include IFN-a, -P, and -7; 
interleukins (IL) 2 to 7, 10 to 13, and 15; 
and erythropoietin, growth hormone, prolac- 
tin, thrombopoietin, and other polypeptides. 

Lieand-mediated dimerization of either u 

type of receptor is believed to result in recip- 
rocal tyrosine phosphorylation, and conse- 
quent activation, of the intrinsic or the at- 
tached kinase (6). Phosphorylation of the 
kinase is the first of three tyrosine phospho- 

rylations culminating in STAT activation 
(Fig. 2). The activated JAKs phosphorylate 
tyrosine sites on the cytoplasmic tail of the 
receptor that serve as docking sites for the 
SH2 domains that occur in all the STATs. 
The receptor-bound STAT is then phospho- 
rylated on tyrosine. This chain of events was 
first shown for the IFN-y receptor (7) and 
has since been shown for a variety of other 
receptors (2, 3, 6, 7). 

The activated JAK protein kinases do 
not seem to have specificity for a particu- 
lar STAT substrate. For example, different 
receptors can activate the same STAT 
molecule through phosphorylation of the 
same tyrosine site, even though they acti- 
vate distinct JAKs (6, 8). Recombinant 
receptor molecules with different JAK 
binding sites but with the same STAT 
docking sites activate the same STAT (8, 
9). Also, STAT docking sites can be add- 
ed to heterologous receptors, allowing 
docking and STAT activation by the li- 
gand specific to the extracellular domain 
of the recombinant receptor ( 10). Finally, 
exchange of SH2 domains between Stats 1 
and 2 reversed the specificity of receptor 
activation of the recombinant molecules 
(I 1 ). Thus, the initial specificity for most 

STAT activation appears to be deter- 
mined by specific interactions between 
STATs and receptors (Fig. 2A). 

This relatively simple picture for most 
STAT activations may understate the com- 
plexity of STAT-receptor-kinase interac- 
tions because in several cases more compli- 
cated interactions occur (Fig. 2, B and C). 
At least some STAT binding to receptors 
that have not bound ligand has been report- 
ed (12). This implies binding to receptor 
sites other than phosphotyrosine residues. 
The role of this binding in STAT activation 
is not yet clear (3). At the IFN-a receptor 
both Statl and Stat2 become activated, but 
Statl requires the presence of a tyrosine- 
phosphorylated Stat2 to become phospho- 
rylated, whereas Stat2 can dock and be 
phosphorylated on its own (1 3). The NH2- 
terminal region of Stat2 as well as the phos- 
photyrosine of Stat2 are required to activate 
Statl (3, 12) (Fig. 2B). Stat5 can be phos- 
phorylated at the IL-6 receptor apparently 
without receptor tyrosine docking sites (14); 
it appears to interact directly with a 
domain of JAK2 (Fig. 2C). Further work on 
STAT activation may well reveal other such 
interactions. 

Stats 1, 3, and 5 can be activated by 
various receptor tyrosine kinases (RTKs), 
but much less is known about the specificity 
of RTK activation of STATs. The enzymatic 
activity of the receptor is required (1 5 ) ,  and 
tyrosine residues outside the catalytic center 
of the EGF receptor are known to be re- 
quired for activation of Stats 1 and 3 (1 6, 
17). Association of the STAT molecules 
with these receptor phosphotyrosine residues 
is implied but has not been directly demon- 
strated. The activated EGF receptor kinase 
can phosphorylate the activating sites on 
STATs in vitro (18). The EGF receptor is 
composed of members of a large protein fam- 
ily (19). Differential activation of Stats 1,3, 
and 5 by EGF in various cell types might 
reflect the use of different members of this 
receptor family with different affinities for 

Fig. 2. STAT activation 
mechanisms. (A) General- 
ized mechanism of STAT 
tyrosine phospholylation by 
either a JAK or an RTK. 
(B) Stat2 interaction with 
nonliganded IFN-a receptor 
chain [IFNARQ chain (12)] 
followed by ligand-mediated 
receptor assembly. Three RTK 
phospholylations catalyzed 
by the JAKthen ensue (1-3): STATs 

receptor tyrosine phospho- I 
lylation, Stat2 phosphoryl- P B Bind DNA 
ation, and finally Stat1 phos- I 

pholylation. (C) Recruitment F . .  

of Stat5 to JH2 domain (purple stippled) of JAK2 receptor associated with GP130 transmembra 
within the JAKs and is a pseudo-kinase domain (3, 6). 

7e receptor chain 

tat 5:s 

. JH2 is one of seven conserved domains 
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the various STATs. JAK activation also oc- 
curs after treatment of cells with growth 
factor (3). However, this JAK activation is 
not required for activation of Statl by EGF 
or PDGF (16). , , 

Very soon after becoming phosphorylated 
on tyrosine, STAT molecules form homo- or 
heterodimers dependent on intermolecular 
SH2-phosphotyrosine interactions (2). Phos- 
phopeptides containing the Statl or Stat2 
tyrosine phosphorylation sites can prevent 
Statl dimerization (20). Dimers or het- 
erodimers, but not monomers, are competent 
to bind DNA. The known DNA binding 
heterodimers are Statl : 2 (strong binding re- 
quires the joint presence of another protein, 
p48) and Statl : 3 (2). STATs that form ho- 
modimers that bind DNA include Stats 1, 3, 
4, 5 (Stat5A and 5B interact in a manner 
equivalent to a heterodimer), and 6 (2, 3, 6). 
Stat2:2 dimers form sparingly in the absence 
of Statl and bind DNA weakly (21), as do 
Stat2:3 heterodimers (22). It is not known 
whether STATs dimerize on the surface of 
the receptor kinase complex or after release. 

STAT Functions and Origin 

Because more than 35 different polypeptide 
ligands are known to activate one or more 
different STATs, this group of proteins is 
implicated in a wide variety of biologic 
events. Thfe i  of the known STATs have a 
narrow activation profile: Stat2 is activated 
only by IFN-a; Stat4 in lymphocytes is acti- 
vated by IL-12 and IFN-a (23); and Stat6 is 
activated only by IL-4 and IL-13, which share 
a receptor chain ( 2 , 5 ,  6). In contrast, Stats 1, 
3. 5A, and 5B are activated bv manv different 
li'gands, which raises the qlestiok of how 
these STATs participate in specific biological 
responses. 

Several broad answers to this question can 
be given. Multiple receptors that activate the 
same STAT are usually not present on the 
same cell. For example, receptors for IL-2, 
erythropoietin (Epo), thrombopoietin, prolac- 
tin, and growth hormone-all of which acti- 
vate Stat5-are present on different cells dur- 
ing differentiation. Thus, Stat5 activated by 
Epo in red blood cell precursors, or by prolac- 
tin in breast tissue, would operate together 
with a different set of preexisting transcription 
factors on genes that had experienced a dif- 
ferent set of developmental events. Much of 
the earlv ex~loratorv work on STAT activa- , A 

tion was done in cultured cells, sometimes 
with reconstructed receptors, and may not 
reflect the specificity of activation in differ- 
entiated cells and tissues. For example, in 
COS cells transfected with ex~ression vectors 
encoding the leptin receptor and one of the 
individual STATs, ligand-dependent activa- 
tion of Stats 3, 5, and 6 was observed (24). 
However, in the hypothalamus of mice 

(where leptin is thought to act physiological- 
ly), only Stat3 was activated after injection of 
leptin, although growth hormone elicited ac- 
tivation of Stat5 (25,26). Thus, there must be 
cell s~ecificitv in the assemblv of receotors or 
associated prdteins that leads to differential 
STAT activation relative to that in cultured 
cells. Even if two ligands activate the same 
STAT or set of STATs, they may do so 
quantitatively differently for different periods 
of time, thus contributing to different tran- 
scriptional outcomes. Such quantitative vari- 
ations can control physiologic decisions. For 
example, evidence from genetic studies of in- 
vertebrate development shows that relatively 
small changes in enzymes of the Ras-MAP 
(mitogen-activated protein) kinase pathway 
(and, presumably, in transcription affected by 
that pathway) can result in severe develop- 
mental defects (27, 28). Finally, differential 
splicing of the STAT genes is known to occur, 
although its frequency is not known (2 ,3) .  A t  
least a dozen proteins arise from differently 
spliced messenger RNA (mRNA) from the 
seven genes. Differential protein processing 
also produces modified Stat5 proteins (29). 
These different ~roteins could obviouslv have 
distinct transcriptional effects. 

Selection of cell lines resistant to IFN 
action (30) aided in the proof that Statl was 
required for the action of IFN-a and IFN-y 
and that Stat2 was required for the action of 
IFN-a but not IFN-y (1-3). All of the STAT 
genes have now been deleted by homologous 
recombination in mouse embryonic stem 
cells, and the effects on mice developed from 
the mutant cells have been studied (Table 1). 
Each of the STATs has a crucial function in 
mice. Mice with no Statl have no innate 
response to either viral or bacterial infection, 
presumably because the first line of defense 
against potential pathogens requires the IFN 
response (3 1 , 32). However, Statl-1- animals 
kept in a pathogen-free environment are ap- 
parently normal and capable of reproducing. 
Thus, despite results in cell culture and some 
tissues that show at least modest Statl activa- 
tion by a number of growth factors, there 
appears to be no obligatory role for Statl in 
mouse development (2, 3). 

Stat4 is activated in T cells in vitro in 
response to IL-12 (33), a cytokine that stim- 
ulates development of T helper 1 (T,1) cells. 
Removal of the Stat4 gene resulted in animals " 
whose immunocytes were deficient in TH1 
cell function, but otherwise the animals ap- 
peared normal (34, 35). Likewise, the knock- 
out of Stat6-activatable in vivo and in vitro 
only by IL-4 (5), which promotes the devel- 
opment of T helper 2 (TH2) cells-led to 
mice whose lymphocytes lacked TH2 cell 
function (36-38). 

Stat5A was purified as a mammary 
growth factor (39) that binds to the p-casein 
gene promoter in cells stimulated with pro- 

lactin. It apparently has a role in milk pro- 
duction. Stat5B is more than 90% identical 
in amino acid sequence to Stat5A (40) and 
is produced at least as widely as Stat5A in 
tissues, including breast tissues. Stat5A (41 ) 
and Stat5B knockouts (42) have been exam- 
ined, and each mutant shows a highly spe- 
cific phenotype. Stat5A-I- animals are nor- 
mal except for the inability of females to 
develop normal breast tissue and to lactate. 
In Stat5A-I- animals, Stat5B is not well 
activated in defective breast tissue, which 
may relate to the inability of Stat5B to com- 
plement the absence of Stat5A. The 
Stat5B-I- animals have a different phenotype 
related to activation of Stat5 by growth hor- 
mone, which is known to cause sexually 
dimorphic responses in the liver. Stat5B-I- 
male mice grow slowly and have serum levels 
of liver-produced proteins that are character- 
istic of female mice. However, Stat5B-/- fe- 
males can lactate (42). 

Thus, five of the seven known STATs 
have a demonstrated role in adult cell types 
that is sharulv circumscribed and related to a . , 
role identified by the in vitro tests that led to 
their discovery. In contrast, Stat3 knockouts 
(43) die before gastrulation, probably never 
forming mesoderm. This outcome is in accord 
with the ex~ression of Stat3 in the visceral 
endoderm, the function of which is required 
for gastrulation (44). Stat2 knockouts also do 
notleach term, but'the stage at which embry- 
os die has not been determined (29). 

Overall. the findings with STAT deletions 
in mice are compatiie with quite different 
interpretations: (i) The STATs were duplicat- 
ed (only to a limited extent) in the evolution 
leading to mammals and now serve a relative- 
ly small number of specialized functions. (ii) 
Combinations of STATs may contribute to 
many regulatory events, and this possibility is 
not revealed in single knockouts. (iii) Addi- 
tional STAT molecules remain to be discov- 
ered that serve equally specialized roles in cell 
types other than immunocytes, breast epithe- 
lium, and liver. 

Table 1. Results of targeted disruptions of mouse 
STAT genes. 

Targeted 
gene Phenotype Refer- 

ence 

Statl No innate response to (31, 32) 
viral or bacterial 
infection 

Early embryonic lethal (29) 
Early embryonic lethal; (38) 

no gastrulation 
No T,1 cell function (34, 35) 
No breast development (41) 

or lactation 
No breast development (42) 

or lactation 
No T,2 cell function (3 7-39) 
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Identification and preliminary character- 
ization of the function of the first invertebrate 
STAT from Drosophila, Stat92E (45, 46), 
could lend weight to any of these conjectures. 
An early embryonic role for this protein is 
revealed by the expression pattern of the 
mRNA for Stat92E, its participation in spe- 
cific early embryonic gene expression (stripe 3 
expression of even-skipped), and the fact that 
the Stat92E null allele marelk is an embryonic 
lethal (45-47). Thus, Stat92E could have an 
early role similar to that of Stats 2 or 3, or it 
could have a function in flies for which an 
equivalent in mammals exists but has not yet 
been detected. Two other nuclear factors in 
Drosophila cells that bind the Stat92E DNA 
binding site were observed, and these factors 
contain phosphotyrosine (45, 48). 

If early evolutionary development of a 
gene or pathway hints at a possibly wider 
range of such mammalian proteins, then the 
recent findings of Williams and colleagues 
are of crucial importance (49). These work- 
ers have cloned the gene encoding the DNA 
binding protein required in the induction of 
pre-stalk cell differentiation by DIF (differ- 
entiation-inducing factor) in Dictyostelium 
discoideum. DIF is a lipophilic molecule (a 
chlorinated hexaphenone) that is membrane 
soluble, presumably enters the cell to act, 
and thus resembles the activators of the ste- 
roid superfamily more than it resembles 
polypeptides as gene activators. The newly 
cloned DIF-induced DNA binding protein is 
-700 residues long, contains phosphoty- 
rosine in its active form, and exhibits a sub- 
stantial homology to STATs in the SH2 
region in particular, as well as a more than 
chance homology to STATs in the DNA 
binding domain. If this Dictyostelium protein 
truly represents a STAT molecule, then the 
evolutionary path of early STAT genes to 
mammals is very long and could easily in- 
clude the development of a great many 
STATs and STAT-like molecules. 

STAT DNA Binding and 
Transcriptional Activation 

Many of the DNA binding studies of the 
STATs have used oligonucleotides chosen to 
give maximum binding. Selection of optimum 
binding sites for Stats 1, 3, 4, and 92E all 
resulted in the recovery of the consensus oli- 
gonucleotide sequence, TTCC(C or G)G- 
GAA (or generically TTN5AA, where N rep- 
resents any nucleotide) (50, 51). Only Stat6, 
which binds optimally to TTN6AA sequenc- 
es, prefers different optimal binding sites (52- 
54). However, the natural sites from genes 
that are regulated in response to particular 
ligands show clear preferential binding affin- 
ities to the different STATs (2, 39, 50-53). 
Thus, selective gene activation by the various 
STATs could be attributable to differential 

STAT dimer binding to DNA. 
In a study that involved swapping various 

amino acid segments between the closely 
related Statl and Stat3 sequences and test- 
ing binding to DNA sites that are differen- 
tially recognized by Stats 1 and 3, the region 
between residues 400 and 500 was found to 
confer DNA binding specificity (50) (Fig. 
1). Moreover, mutations of highly conserved 
residues (Glu-Glu to Ala-Ala or Val-Val- 
Val to Ala-Ala-Ala) within the same region 
resulted in molecules that were inducibly 
tyrosine-phosphorylated, dimerized, and 
translocated to the nucleus, but failed to 
bind DNA. Mutations in homologous amino 
acids of Stat6 (52) gave similar results, 
which strongly suggested that residues 400 to 
500 confer DNA binding specificity (52) in 
all STATs. However, these experiments did 
not define the boundaries of the residues 
involved in DNA binding, nor did they 
prove that residues in this region actually 
contact DNA. STAT molecules that are 
competent to become phosphorylated and 
dimerize but fail to bind DNA should act as 
dominant negative mutations and have in 
fact been reported to do so (52, 55). 

The DNA binding discussed so far used 
single DNA binding sites. Cooperative bind- 
ing to netghboring sites of two (or more) 
STAT dimers has also been established. For 
example, closely spaced Statl or Stat5 DNA 
binding sites exist in natural promoters for a 
chemokine (MIG) gene (56) and a gene 
encoding an hepatic serine protease inhibi- 
tor (57). STAT-DNA complexes with these 
oligonucleotides migrated more slowly than 
did dimeric STAT-DNA complexes, and 
these higher order complexes are most likely 
composed of two interacting STAT dimers. 
Partially purified and tyrosine-phosphoryl- 
ated Stat 1, 4, or 6 obtained from baculovi- 
rus-infected cells coinfected with a JAK pro- 
duced footprints embracing neighboring 
Statl, Stat4, or Stat6 sites (51). Many of 
these individual sites bound STAT proteins 
weakly or not at all. Deletion of the first 40 
amino acids of Statl abolished this cooper- 
ative interacti~n. 

The same phenomenon was also uncov- 
ered in a quite different set of experiments 
(58). Purified Stats la or l p  or a proteolyti- 
cally stable Statl fragment (residues 132 to 
713) could be correctly phosphorylated in 
vitro, and all three of these forms bound 
about equally to single DNA sites. In a test 
of the stability of DNA-protein interaction, 
the difference between strong binding sites 
and weak binding sites was attributed to the 
"off time" of the complex (the half-time of 
disappearance of an already formed complex 
with labeled DNA when challenged with an 
unlabeled oligonucleotide). When closely 
spaced double sites were used, two distinct 
differences between the full-length protein 

and the truncated protein were uncovered. 
First. Stat la or 113 formed the dimer-dimer 
complex, whereas the NH,-terminally trun- 
cated protein did not (Fig. 1). Second, the 
stability of the dimer-dimer interaction even 
on weak binding sites exceeded that for 
binding to single strong sites. Thus, dimer- 
dimer interactions on weak STAT DNA 
binding sites that are mediated by an NH,- 
terminal domain may be of considerable 
physiological importance and should be 
searched for in promoter studies of STAT- 
activated genes. 

Dimers of STATs bound to DNA also 
interact with several other classes of DNA 
binding proteins. The IFN-a-induced inter- 
feron-stimulated gene factor-3 IISGF-3) is 
composed of a s a t l : 2  heterodimer and a 
orotein termed ~ 4 8  that was found to be a 
member of the interferon regulatory factor-1 
(IRF-1) family of proteins, of which at least 
six members are now known (59). The DNA ~, 

contact sites for p48 and Statl are only five 
or six base pairs apart (60) (Fig. 1). A pro- 
tein-protein contact region between p48 and 
Statl that is functionally important has been 
established (61 ). Mutation of a single residue 
(Lysl6' + Ala) in Statl in the p48 contact 
domain renders Statl incapable of partici- 
pating in the IFN-a response but leaves it 
unaffected in the IFN-y response, which 
does not reauire v48. 

1 .  

The transcription factor c-Jun was found 
to interact with activated Stat3, and Stat3 
supplemented the transcriptional activation 
capacity of c-Jun in a transfection assay 
(62). In the human immunoglobulin heavy 
chain E promoter, neighboring binding sites 
for the transcrivtion factor ClEBPa and 
Stat6 are required for transcription (63), 
and interaction between these proteins on 
this promoter has been described (52). 

A direct and apparently physiologically 
functional interaction has been reported for 
Stat5 and the glucocorticoid receptor (GR) 
(64). Maximal p-casein production by lactat- 
ing mammals requires both prolactin and glu- 
cocorticoid induction. The promoter of the 
p-casein gene has both Stat5 sites and GR 
binding sites. Tyrosine-phosphorylated Stat5 
and GR can be co~reci~itated from ~rolactin- . . 
and glucocorticoid-treated cells, making a 
functional protein-protein interaction be- 
tween these two proteins highly likely. 

Still another case of STAT interaction 
with other DNA binding proteins occurs in 
the I-CAM promoter (65). (I-CAM is a cell 
adhesion molecule that incidentally serves 
as the major rhinovirus receptor.) This pro- 
moter has adjacent DNA binding sites for 
activated Statl and the transcription factor 
SP1. Incubation of this promoter with cell 
extracts containing activated Statl and SP1 
formed DNA-protein complexes that con- 
tained both proteins. 

cemag.org SCIENCE VOL. 277 12 SEPTEb 



It seems likely that interactions between 
other transcriotion factors and STATs will be 
found. For example, the c-Fos promoter con- 
tains neighboring binding sites for multiple 
transcription factors including SRF, TCF, 
AP1, CREB [cyclic adenosine monophos- 
phate (CAMP) response element-binding 
protein], and a STAT, most likely Stat3 (66- 
68). This promoter in transgenic animals re- 
quires the simultaneous presence of at least 
four of these sites to give a successful tran- 
scriptional response to natural inducers in the 
animal, or to EGF and PDGF in culture. 
Interaction of such a cluster of proteins in a 
complex has been termed an enhanceosome 
(69). 

Activation-Inactivation Cycle 

STAT activation, as a rule, is transient, 
which suggests that STATs are either dephos- 
phorylated by a protein tyrosine phosphatase 
or destroyed. Many transcriptionally active 
proteins-for example, c-Fos, c-Jun, and 
p53-in fact have short half-lives (70-72). 
Prolongation or non-ligand-dependent acti- 
vation of STATs can be observed in cells 
treated with pervanadate (peroxide and van- 
adate), indicating a role for phosphotyrosine 
phosphatases in the activation-inactivation 
cycle (73, 74). However, it is not known 
whether one or all of the three ligand-depen- 
dent tyrosine phosphorylations (the kinase, 
the receptor, and the STAT) in the JAK- 
STAT pathway (Fig. 2) is prolonged by 
treatment of cells with pervanadate. 

Inhibitors of proteosome activity (75) also 
prolong the activation of Statl in response to 
IFN-y (76, 77). However, PDGF receptors 
and T cell receptors are removed from the cell 
surface in a proteosome-dependent manner 
(78, 79). The prolonged Statl activation oc- 
casioned by the proteosome inhibitor depends 
on a continued signaling from the receptor, 
because treatment of cells with staurosporine 
(an inhibitor of tyrosine phosphorylation) 
caused loss of the proteosome-supported DNA 
binding activitv (77). Furthermore, the times - , .  . 
required for maximum IFN-y-stimulated ac- 
tivation and translocation of nuclear Statl 
and for staurosporine-induced depletion of 
DNA binding were similar (20 to 30 min), 
suggesting a total activation-inactivation cy- 
cle time of -20 min for any given STAT 
molecule. Continued receptor signaling leads 
to a balance of accumulation and removal 
within this time (20 to 30 min), and the 
prolonged presence (2 to 3 hours) of activated 
Statl represents a state in which activation 
and nuclear entry are in equilibrium with 
removal by dephosphorylation. When signal- 
ing from the surface gradually dies out, the 
activated nuclear molecules disappear. When 
newly synthesized 35S-labeled Statl was fol- 
lowed throughout an IFN-y treatment cycle 

for 4 hours, little or no Statl protein was lost 
(210%) even though as much as 25 to 30% 
was in the nucleus at 20 min, implying that 
the Statl inactivation cycle occurs by dephos- 
phorylation rather than destruction of activat- 
ed molecules (77). 

Various regions of Stats 1, 3, and 5 ap- 
pear to be required for the activation-inac- 
tivation cycle. The removal of the COOH- 
terminus (-50 amino acids) of Stats 3 and 
5 results in a protein that in vivo can be 
activated, dimerize, and bind DNA specifi- 
cally (80-82). Although wild-type Stat3 or 
Stat5 remains activated for 3 to 4 hours or 
less, the truncated molecule remains phos- 
phorylated and capable of binding DNA for 
12 hours or more. A similar result was found 
for Statl,  but the prolongation of activation 
was caused by deletion of a different section 
of the protein. Removal of the COOH- 
terminus of Statl does not influence the 
time course of this activation-inactivation 
cycle. However, removal of the NH,-termi- 
nal 60 amino acids ~roduced a molecule 
that remains tyrosine-phosphorylated for 12 
to 24 hours, much longer than the wild-type 
protein (2 to 3 hours) (83). Because Stats 1, 
3, and 5 are otherwise so similar in their 
constmction. these dis~arate results are at 
the moment confusing. However, it appears 
that the rate of dephosphorylation of al- 
ready activated molecules will have an im- 
portant effect on the final transcriptional 
output from activated STATs. 

Trans-Activation by the STATs: 
Domains That Associate with 

Other Nuclear Proteins 

A consistent theme has emerged from studies 
of- the functional domains of transcription 
factors that, like the STATs, bind to DNA 
sites distant from the RNA polymerase I1 
initiation sites (84): The transcription activa- 
tion domains of each of these distant binding 
factors require contact with one or more pro- 
teins that integrate the activating potential of 
the distant binding factor with the RNA poly- 
merase I1 and-the general transcription fac- 
tors. These integrating proteins are called co- 
activators, mediators, or TAFs (TATA bind- 
ing protein-associated factors). When proper- 
ly contacted by a distant DNA binding factor, 
the integrating proteins enhance the proba- 
bility that RNA polymerase I1 will begin tran- 
scription at a particular site. 

Statl is required for both IFN-a and IFN-y 
transcriptional responses. U3 cells completely 
lack Statl and in U3 cells Statlcx (750 amino 
acids) restored both IFN-a and IFN-y respon- 
siveness. Statlp, a natural splice variant that 
lacks the terminal 38 amino acids of Statla, 
restored IFN-a but not IFN-y responsiveness 
(85). Thus, transcription activation by IFN-y 
requires at least the terminal 38 amino acids 

of Statl. Stats la, 3, 4, 5A, and 5B are all 
about the same length (-750 to 795 amino 
acids), and the COOH-terminus is required 
for full gene activation by all of these proteins 
(80-82, 86). The COOH-terminal amino 
acid sequences in these proteins are not highly 
conserved except for a four-amino acid seg- 
ment, Pro-Met-Ser-Pro. Statl and Stat3 are 
phosphorylated on a single serine (Ser727 in 
both) within this segment (87, 88). Ser727 is 
required for maximal gene activation by Stats 
1 and 3 in cells stimulated with IFN-y or EGF, 
respectively (Fig. 1). Serine phosphorylation 
of Stat5 is also implied by a ligand-dependent 
change in gel migration consistent with serine 
phosphorylation (89). For transcriptional ac- 
tivation of Stats 1, 3, and 5, tyrosine phos- 
phorylation is obligatory, and serine phospho- 
rylation-which is also inducible through as 
yet unidentified pathways-is supplementary. 

Independence of tyrosine and serine phos- 
phorylation has been shown for Statl (90). 
The mutant Ser727 -+ Ala can be phospho- 
rylated on tyrosine, and the Tyr701 + Phe 
mutant can be phosphorylated on serine. 
The IFN-y-induced tyrosine phosphoryl- 
ation occurs within 5 min or less, whereas 
the serine phosphorylation takes more than 
10 min (90). Both phosphorylations occur 
on cytoplasmic Statl before it moves to the 
nucleus. The tyrosine phosphorylation oc- 
curs at the plasma membrane, but the serine 
phosphorylation most likely occurs in the 
cytoplasm of the receptor. Thus, although 
these phosphorylation events are both im- 
portant for full transcriptional activity, they 
are controlled by distinct signaling pathways. 

The IFN-a-induced transcription factor 
ISGF-3, composed of Statl : 2 heterodimer 
and p48 protein, can function with Stat lp,  
but the COOH-terminus of Stat2 is re- 
quired for an active ISGF-3 (91). Stat6, 
which is -850 amino acids long, also re- 
quires its COOH-terminal'residues to acti- 
vate transcription (52). The COOH-termi- 
nal residues in Stat2, but not Stat6, are 
particularly rich in acidic amino acids and 
might therefore interact with different pro- 
teins than the COOH-terminal residues of 
Stats 1, 3, 4, and 5. There is no detectable 
serine phosphorylation of Stat2 during its 
function as part of ISGF-3 (92). 

The STATs interact with one of the 
large group of proteins that serve as bridges 
between transcription factors and RNA 
polymerase I1 (93). The COOH-terminus of 
Stat2, a region containing the trans-activa- 
tion domain, interacts with a large nuclear 
protein (-2500 residues) called p300 (Fig. 
1). The p300 protein binds viral oncopro- 
teins from polyoma and adenoviruses (94). 
Another large protein with a similar se- 
quence, termed CBP (CREB binding pro- 
tein), binds serine-phosphorylated tran- 
scription factors such as CREB (95). The 
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CBP and p3 00 proteins appear to behave 
similarly in all reported binding assays, and 
their role may be to relax chromatin near 
transcription start sites (96). The COOH-
terminal segment of Stat2 bound to the 
same region of p3 00 as did the CREB pro­
tein. Moreover, the Stat2 segment cooper­
ated with p300 in a cotransfection analysis 
to increase transcription rates. 

Statl also interacts with CBP or p3 00 in 
at least two different sites on each molecule 
(97). The NH2-terminus (within 130 amino 
acids) of Statl binds to the CREB site, and 
the COOH-terminus of Statl, which con­
tains the transactivation domain, binds to a 
domain of CBP or p300 that also binds to 
the El A oncoprotein of adenovirus. The 
Statl interactions with CBP or p300 offer a 
possible explanation for two observed phys­
iologic effects. First, the antiviral effect of 
IFN decreases early adenovirus mRNA for­
mation that is dependent on adenovirus El A 
protein. This is possibly explained because 
activated Statl would compete with El A for 
binding to CBP (97). Second, transcription 
of the gene encoding the macrophage scav­
enger receptor is dependent on several tran­
scription factors including ETS and API 
(98). This gene is activated in cells treated 
with polypeptides that lead to serine phos­
phorylation of API and ETS. These factors 
in turn are thought to require CBP, p300, or 
both for, integrating their transcriptional 
stimulus. IFN-7, which activates large 
amounts of Statl, decreases the API- and 
ETS-mediated transcriptional increase, pos­
sibly by competing for CBP, p300, or both. 

Conclusion 

Since the original description of the STAT 
molecules less than 5 years ago, much has 
been - accomplished to reveal the biologic 
and biochemical potential of this protein 
family. Nevertheless, a great many unan­
swered questions remain. For example, most 
studies have been concerned with the action 
of single extracellular signaling polypeptides, 
but cells in tissues are often exposed to mul­
tiple agents simultaneously. Increased cAMP 
can blunt the activation of STATs, and prior 
treatment of cells with granulocyte-macro­
phage colony-stimulating factor (GM-CSF) 
can prevent IL-6-induced activation of 
Stat3 (99). The physiologic outcomes of 
such interrelations are obviously of great im­
portance. An appealing aspect of the STAT 
family of transcription regulators remains 
their relative simplicity and directness of 
action on transcription. Detailed studies on 
activated proteins that come and go within 
an hour or two and drastically change 
transcription rates will undoubtedly help to 
illuminate how transcriptional initiation is 
regulated. 
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