
The work bv Maison~ierre et d.  (4 )  intro- 
duces an inhibitory liiand, ~ n ~ 2 , - f o r  the 
Tie2 regulatory RTK that normally helps 
maintain vascular integrity. A model is 
emerging of a regulatory mechanism through 
which blood vessels are constructed, main- 
tained, remodeled, and eliminated. Other 
factors are also involved, during embryonic 
vasculogenesis and angiogenesis, and for 
physiological and pathological angiogenesis 
in the adult. For example, gene-knockout 
mice have also implicated a G protein- 
coupled receptor in vascular regulation, be- 
cause in the absence ofG,13, embryos die at 
E8.5 to E9.5, with defects in vascular assem- 
bly and angiogenesis (12). Moreover, a re- 
ciprocal paracrine signal has been revealed 
by gene-knockout mice that lack the genes 
for neuregulin, which is expressed in the 
endocardium of the heart. and the ErbB-21 
314 RTKs, which are expressed in myocar- 
dium. Knockouts of this ligand or of its re- 
ceptors produces defects in the developing 
heart analogous to those observed when 
Ang 1 or Tie2 is missing (1 3-1 6). A similar 
role is suggested by gene-knockout mice 
for platelet-derived growth factor and its 
receptors in other tissue vasculature (1 7, 
18). Furthermore. there is clear evidence 
in the adult for additional angiogenesis in- 
ducers and for an increasine number of - 
angiogenesis inhibitors that act directly on 
endothelial cells ( 19-21 ). Thus, regula- 
tion of angiogenesis in ovulation and im- 
plantation, in wound healing, and in 
chronic pathological situations such as tu- 
mor progression will indeed be complex, 
but tractable using the power of animal 
models. 

That complexity notwithstanding, the 
evidence is compelling that VEGF and the 
angiopoietins, and their cognate receptors, 
are critical components of the vascular regu- 
lator~ machinem. It will be of  articular in- 
terest to establish the possible contributions 
of Ang2 to tumor angiogenesis, whereby the 
quiescent vasculature (likely maintained in 
part by Anglnie2) is activated to elicit and 
chronically effect the angiogenic phenotype 
that accompanies tumor growth and 
metastasis. Ang2 could well serve as an ini- 
tial angiogenic signal, locally opening up the 
vessel structure to allow protease degrada- 
tion of the basement membrane surrounding 
the endothelium and accessibility to that 
endothelium by angiogenesis inducers such 
as VEGF, thereby eliciting capillary sprout- 
ing and in turn new blood vessels that sustain 
a tumor as it expands. 
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Low-Energy Excitations in High- 
Temperature Superconductors 

Patrick A. Lee 

Many common metals undergo a 'phase 
transition at some low critical temperature 
T, and become superconductors. This phe- 
nomenon was explained in the famed BCS 
(Bardeen-Cooper-Schrieffer) theory (1) in 
terms of the coupling of electrons into Coo- 
per pairs. In these materials, the supercon- 
ducting ground state gains binding energy as 
a result of the pairing. It costs a finite amount 
of energy, called the energy gap, to break up 
the pairs to form excitations called quasipar- 
ticles. These are quantum mechanical super- 
positions of the electron and the hole excita- 
tions of the metallic state. These quasipar- 
ticles are interesting objects in their own 
right, but at low temperatures their number is 
exponentially small, and they hardly make 
their presence felt. 

Until a decade ago, it was generally be- 
lieved that the relative angular momentum 
of the electrons in Coo~er  airs is s wave. . . 
Consequently, the energy gap is indepen- 
dent of the momentum k of the auasi~article. 
This independence is in contrasi to ;he only 
other case of Cooper pairing between fermi- 
ons known at the time, namely, the super- 
fluid state in liquid 3He (2). There the pair- 
ing state is anisotropic (p wave), and the 
energy gap may vanish along some momen- 
tum direction. These nodal points in the en- 
ergy gap play an important role because qua- 
si~articles near the nodes can be created in 
lake numbers and they are responsible for 
the low-temperature properties. Today the 
prevailing view is that in high-Tc supercon- 
ductors, the Cooper pairs are formed in the d- 
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wave state. The role of the quasiparticles is 
then more analogous to that in superfluid 
3He, and experimentalists are beginning to 
study them in detail. On page 83 of this issue, 
Krishana et al. (3) report a particularly inter- 
esting example of this class of experiments. 

Although the s-wave BCS pairing theory 
works perfectly for practically all metallic 
superconductors, even a decade ago there 
was suspicion that a few superconductors are 
exceptions. The main evidence was that the 
low-temperature properties are not expo- 
nentially activated, pointing to the exist- 
ence of nodes in the energy gap. The sus- 
pected unconventional superconductors 
were the so called "heavy fermion" supercon- 
ductors (4) containing rare-earth ions such 
as Ce or U and a number of organic supercon- 
ductors (5 ) .  The field of unconventional su- . , 
perconductivity took a dramatic turn in 1986 
with the discovery of high-temperature su- 
perconductivity in cuprates (6). Apart from 
the high Tc, the metallic state (and to a lesser 
extent, the superconducting state) of these 
materials is so unusual that it was widely 
speculated that the pairing state is not the 
conventional s wave. After a number of bril- 
liant experiments (7). it is now widely ac- 
cepted that the Cooper pairs in the cuprates 
are formed in the d-wave symmetry. This 
symmetry implies that the energy gap van- 
ishes at four ~oints  on the Fermi surface of 
these two-dimensional materials. From 
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angle-resolved photoemission experiments, 
the locations of these nodes are known to be 
along the diagonals in the Brillouin zone (see 
figure) (8). Meanwhile, the evidence for un- 
conventional su~erconductivitv in heaw 
fermions and in the organic metals continues 
to mount. and recentlv. another class of ma- , , 
terial, Sr2Ru04, may have joined its ranks 
(9). Nevertheless, the definitive phase-sen- 
sitive experiment has yet to be done in these 
materials, and the cuprates now stand as the 
best-characterized and most-studied of all 
the unconventional superconductors. 

Now that the symmetry classification of 
the Cooper pairing in the cuprates appears to 
be resolved. the staee is set for detailed stud- " 
ies of the quasiparticles. These particles are 
distinct from those in conventional suDer- 
conductors in that they have a unique energy 
versus momentum relation that determines 
the low-temperature properties. Krishana et 
al. (3) studied the transport of heat by these 
quasiparticles in a magnetic field. Far from 
being routine, this study uncovered a surpris- 
ingly rapid destruction of the quasiparticle 
heat flow by a relatively small magnetic field. 
These results are not understood at present 
and point to the need for a reassessment of 
our current understanding of the quasipar- 
ticles and perhaps the superconducting state 
itself. 

The energy spectrum of the quasiparticle 
is given by 

where k is the momentum vector, ~ ( k )  is the 
electronic energy in the metallic state, and 
A(k) is the gap function, which for d-wave 
symmetry takes the approximate form A(k) 
=1/2h[cos(k@) - cos(kp)], where a is the 
lattice constant. Note that A(k) vanishes 
along the lines k, = 24. Near the node, the 
quasiparticle energy can be approximated by 

where VF is the Fegni energy in the metallic 
state, vz = &aJ 2, and kl and k2 are the 
components of the momentum normal and 
parallel to the local Fermi surface, measured 
relative to the nodal points. Equation 2 de- 
scribes a conelike excitation spectrum (see 
figure), with velocities VF and v2 perpendicu- 
lar and parallel to the Fermi surface, respec- 
tively. It turns out that in the presence of a 
superfluid flowing with velocity v,, the quasi- 
particle energy is modified as 

E,,(k) = E(k) + k.v, (3) 

In a superconductor, a superfluid flow 
field occurs around a vortex that forms in the 
presence of a magnetic field. Thus, the cone 
of excitation shown in the figure will move 
up and down in the presence of v,. It will be 
interesting to make measurements on the 
quasiparticles and observe these effects. 

One consequence of Eq. 3 is that in the 
presence of a magnetic field H perpendicular 
to the sample, the superfluid flow field 
around the vortices produces a finite density 
of states at the Fermi energy, corresponding 
to those cones of excitation that have moved 
down in energy. This phenomenon was pre- 
dicted to give rise to a linear term in the 
specific heat as a function of temperature, 
with a coefficient proportional to H1l2 (10). 
There is recent experimental evidence in 
support of this remarkable prediction (1 1 ). It 
is, however, desirable to make transport mea- 
surements on the quasiparticles, because 
these are often more sensitive than thermo- 
dynamic measurements. Unfortunately, the 
dc electrical current carried by the quasipar- 
ticles is shorted out by the superfluid flow, so 
the quasiparticles must be studied at micro- 
wave frequencies or by thermal conductivity. 
One consequence of these experiments is the 
remarkable demonstration that disorder 

and extract the mean free path for quasipar- 
ticles (13). It was found that the mean free 
path increases rapidly below T, reaching a 
distance of 2500 A at 15 K. This result is a 
striking demonstration of the high quality of 
the cuprate crystals that are available today. 

The thermal current carried by the quasi- 
particles is determined by its group velocity 
dE/dk, which changes direction as k moves 
around the nodal point. This dependence is a 
consequence of the cone-like excitation spec- 
trum. It is interesting that the electrical cur- 
rent carried by the quasiparticle is constant, 
given by f?v~; this is a consequence of the qua- 
siparticle being a superposition of electron 
and hole, which carry the same electrical cur- 
rent but at opposite velocities. It was discov- 
ered that the thermal conductivity depends 
on the orientation of a magnetic field applied 
parallel to the copper-oxygen planes (14). 
The mechanism is that the superfluid flow 
associated with the vortices causes, as de- 

Quasiparticre picture. The Fermi surface--a graphical depiction of electron energy versus mo- 
mentum in a material-as determined by angle-resolved photoemission (B), is given by the red 
line. In an ordinary superconductor. an energy gap occurs along the entire Fermi surface. In a d- 
wave superconductor, the energy gap vanishes along the blue line, giving rise to four nodes. indi- 
cated by the dots where the gap vanishes. The quasiparticle excitation obeys an energy versus 
momentum relation (Eq. 2) that is in the shape of a cone near the node. The propagation of these 
quasiparticles were studied by Krishana eta/. (3. 

scattering plays a minor role in the best high- 
T, cuprate crystals, so that the quasiparticles 
propagate essentially freely over long dis- 
tances at low temperatures. This free propa- 
gation was first inferred from microwave 
measurements (1 2) and recently confirmed 
in a Hall thermal conductivity experiment 
(13). The thermal conductivity in the 
cuprates is dominated by the lattice contri- 
bution, and it has long been a difficult task to 
separate the lattice and the electronic con- 
tributions. This experiment takes-advantage 
of the fact that in a magnetic field, only the 
charged quasiparticles respond, giving rise to 
a component of the thermal current perpen- 
dicular to the thermal gradient, analogous to 
the conventional Hall effect. This specific 
response allows the experimenters to sepa- 
rate the lattice and electronic contributions 

scribed by Eq. 3, a reversal of the quasiparticle 
group velocity, leading to a reduction in the 
thermal conductivitv. It was further realized 
that when the magnkic field is in the direc- 
tion of the node, the superfluid velocity is 
perpendicular to k, so that this effect is mini- 
mized. The result is an anisotro~v in the field . , 
dependence of the thermal conductivity, 
which helps establish the fact that the nodes 
are along the diagonal of the Brillouin zone. 

Krishana et al. (3) carried out high-preci- 
sion thermal conductivity measurements in a 
magnetic field perpendicular to the copper- 
oxygen plane. They discovered a surprise: 
The thermal conductivity resulting from the 
quasiparticles decreased rapidly as the mag- 
netic field was increased, and it appeared to 
vanish bevond a certain critical field. The 
abruptness of this change is most unexpected 
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and is currently unexplained. It certainly 
exposes the inadequacy of our understand- 
ing of the quasiparticles and perhaps the 
ground state itself, just at a time when there 
is a sense of confidence that the d-wave 
description of the cuprate superconductors 
may be established. Further experimental 
and theoretical work will be needed before 
we can tell whether we can get away with a 
minor modification of our current under- 
standing, or whether a more profound revi- 
sion is called for. 
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Which Came First, the Hypha show that drastically decreasing the cellular 
concentration of a Myc-like transcription 

or the Yeast? factor, Efglp (enhanced filamentous 
growth), leads to a cellular morphology 

P. T. Magee 

Fungal diseases have become a major medi- 
cal problem in the last few years and are 
likely to increase in severity. Most fungal 
pathogens are opportunists, so their emerg- 
ing importance is due paradoxically to the 
success of modem medical practices: These 
diseases thrive in debilitated patients, who 
now survive much longer than before and are 
often treated with procedures (such as bone 
marrow transplants) that diminish their im- 
mune responses. The major fungal pathogen 
in such patients is Can& albicans, which 
can grow in a variety of forms, ranging from 
budding yeast to threadlike ~ hbhae. 
Pseudohyphae, which vary in shape from at- 
tached strings of yeastlike cells to long fila- 
ments with constrictions at the septae, con- 
stitute a third form. Thus, C. albicans is not, 
as usuallv described. dimomhic. but is more 
properly 'considered polym'orphic; the rela- 
tions among the various morphological 
forms are not well understood. The report by 
Braun and Johnson (1 ) on page 105 of this 
issue provides exciting information about 
polymorphism in this organism and, to- 
gether with two other recent reports (2, 3), 
will make investigators think in new ways 
about how C. albicans regulates its cell shape. 

Braun and Johnson demonstrate that C. 
albicans requires the general transcriptional 
repressor TUPl to maintain the yeast form. 
When both copies of the Candida TUPl 
gene are deleted (phenotype designated 
Tup-), the organism grows exclusively in the 
pseudohyphal form. The general view has 
been (as the authors state) that the "default" 

The author is at the Department of Genetics and Cell 
Biology, University of Minnesota, St. Paul, MN 55108, 
USA. E-mail: ptm@biosci.cbs.umn.edu 

form is the veast. and some induction mecha- , . 
nism is necessary to cause the morphological 
change. The filaments that occur under most 
laboratory conditions in the Tup- strain are 
pseudohyphae, but true cylindrical hyphae 
are found under certain conditions. In an 
analogous finding, Ishii et al. (2) report that 
disruption in C. albicans of both copies of the 
RBFl (RPG-box binding factor 1) gene, a 
putative transcription factor, leads to 
pseudohyphal growth on a variety of media. 
Furthermore, Stoldt and co-workers (3) 

somewhat like pseudohyphae, whereas 
overexpression of the EFGl gene causes a 
very strong pseudohyphal phenotype. All 
these results suggest that pseudohypha for- 
mation is under negative control. Although 
it still may be true that some transcriptional 
activator is required for the yeast-to- 
pseudohypha transition, Braun and Johnson 
show that a previously identified transcrip- 
tional activator, CPHl (also known as 
ACPR) (4),  is not. In wild-type C. albicans, 
deletion of both copies of CPHl prevents 
pseudohypha formation ( 5 ) ,  but strains in 
which both copies of TUPl and both copies 
of CPHl are deleted show the Tup- pheno- 
type-constitutive filamentous growth. 
TUPl Itup1 heterozygotes suppress the cphll 
cphl phenotype; that is, TUPl Itup1 cphll 

TUP 1 complex 

/ DNA bindina 

DNA binding 

prote~n 
Pseudohyphal Pseudohyphal 

genes ON 

Yeast form 1 Pseudohyphal * A  form 
A model for the regulation of pseudohyphal growth In C. alblcans. The genes required for 
pseudohyphal growth are under the negative control of a complex consisting of Tuplp and prob- 
ably other proteins. When this complex is targeted to the pseudohyphal genes by a DNA binding 
protein, the genes are off (left). When the DNA binding protein is absent, the genes are transcribed 
and the cell grows in the pseudohyphal form (right). The DNA binding protein is negatively regu- 
lated by Efglp; when EFG1 is overexpressed, synthesis of the DNA binding protein is prevented 
and the cells are in the pseudohyphal state, as shown on the right. EFGl is negatively regulated by 
Rbflp and positively regulated by Cphlp when the latter is activated by the MAP kinase cascade. 
When RBFl is deleted, Efglp is overexpressed and the pseudohyphal genes are on. When CPHl 
is deleted, Efglp is not made and the cells cannot turn on the pseudohyphal genes. 
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