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LETTERS 
I 

the degree to which languages vary, and 
linguistic knowledge not attributable to the 

normal and abnormal language develop- 
environment, as well as uniform patterns of 

ment-plus the fact that nonhuman mam- 
mals with good statistical learning and com- 
putational capacities ( I  ) nevertheless do 
not develop language. These observations 
are compatible with the results of Saffran et i 
al. No matter how rich a child's innate 2 '  
linguistic endowment, the fact that she ac- e 
quires the language of her community tells ? 
us that she also has methods for analyzing 
input. No "received wisdom" has ever 
doubted the existence of "learning" in this 

E 
nontechnical sense (2). 

A second and different issue is the do- 
main-specificity of cognitive functions. 
Some researchers have indeed questioned 
whether humans possess "generalized" 
learning mechanisms not associated with 
particular cognitive domains. In discussing 
this topic, Chomsky (3) and others (4) use 
the term "learning" in a technical sense to 
refer to generalized mechanisms of thissort. 
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That infants leam words by remembering 
sequences of sounds is not new or contro- 
versial (1 ). What is the alternative? That 
Enelish words are in American babies' u 

genes, Japanese words in Japanese babies' 
eenes. and so on? No one believes that. - * 

including Noam Chomsky, whose quota- 
tions were reproduced in the Perspective 
by Bates and Elman. Surely, when Chom- 
sky said that "learning" is a misleading 
term, he was not suggesting that English is 
in the genes; and if he  were, Saffran et al.'s 
results would hardly be needed to refute 
him. 

Saffran et al. and Bates and Elman sug- 
gest that if children can learn words by 
recording frequent sound sequences, they 
might learn grammar the same way. But 
words and grammar are different. The se- 
quence of sounds making up a word is not 
ca~turable bv rules ("monkev" cannot be 
understood as a combination of "mon" and 
"kev"). but must be memorized. And be- , ,. 
cause there are a finite number of words, 
they all can be recorded. 

The sequence of words making up a 
sentence, however, is capturable by rules. 
(For example, "the eggplant ate Chicago," 
though an improbable word sequence, can 
be understood from the meanings of "egg- 
plant," "ate," and "Chicago" and the way 

they are combined). Word sequences need 
not and cannot be memorized, because 
they form an open-ended set. Moreover, 
grammar does not merely sequence words, 
but relates each sequence to a meaning 
through hierarchical, cross-referenced 
data structures. 

Learning words and learning grammar 
are thus different computational problems. 
The statistical learning procedures .that 
have been applied to grammar do not be- 
have even remotely like people, but instead 
guess the next word of a string in a highly 
simplified artificial language, rather than 
converting meanings to real sentences and 
vice versa. Realistic models of human lan- 
guage have all required algorithms designed 
to process combinatorial rules and hierar- 
chical meaning structures. 

The contrast made by Saffran et al. 
between "learnine" and "innate factors" is - 
a poor basis for understanding a process 
as complex as language acquisition. All 
parts of human psychology depend on ex- 
perience, and learning always requires in- 
nate neural machinery to do the learning. 
Only by analyzing what exactly is learned, 
and what kinds of mechanisms are capable 
of learning it, can we make sense of the 
interesting data in the report by Safian et 
al. 

Steven Pinker 
Department of Brain and Cognitive Sciences, 

Massachusetts Institute of Technology, 
Cambndge , MA 02 1 39, USA 
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In their Perspective, Bates and Elman assert 
that Saffran et al. "have proven that babies 
can learn" and that ''Noam Chomsky, the 
founder of generative linguistics, has argued 
for 40 years that language is unlearnable." 
That "babies can learn" is not a theorem 
subject to proof, but a long-known and widely 
accepted empirical observation. How babies 
learn has been the subiect of intense investi- 
gation (over the last 40 years) on universal 
and comparative grammar, language acquisi- 
tion and perception, sign language, and creole 
language. Family and twin studies of agrarn- 
matism and expressive and receptive aphasias; 
studies of split-brain patients, linguistic sa- 
vants, and language-isolated children; and re- 
search on the electrical activity of the brain 
have helped to shape the field (1 ). All of this 
work converges on the conclusion that hu- 
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man language, like any other biological sys- 
tem, results from an interplay of genetic and 
environmental factors. The assertion by Bates 
and Elman that Chomsky argued that "lan- 
guage is unlearnable" misrepresents his work, 
which is apparent to the linguistics commu- 
nity, but perhaps not to the general reader. 

Chomsky stated that a central task for 
the biology of language is to develop a 
"learning theory for humans in the domain 
[of] language" and has put forth a variety of 
proposals about this development process 
over the past 40 years (2). He went on to 
state that scientists might seek develop- 
ment theories for other cognitive domains 
for humans (or for other organisms, with 
their own special cognitive capacities), such 
as recognizing a face, determining the per- 
sonality of other people, "recognizing a mel- 
ody under transposition," and understand- 
ing spatial relations, for example. 

Most researchers on the biology of lan- 
guage feel that the central question is how 
to tease apart the genetic and environ- 
mental factors that interact to give us the 
knowledge, acquisition, use, neurological 
basis, and evolution of human language. 
Saffran et al. made some substantive re- 
marks about these matters. The exagger- 
ated statements made by Bates and Elman, 
however, were not helpful. 

Lyle Jenkins 
Allan Maxam 

Biolinguistics Institute, 
Cambridge , MA 02 1 39 

E-mail: Ijenki&worId.std.com 
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Statistical learners can analyze a text based 
on a small set of words by first computing the 
conditional entropy (uncertainty) of points 
around each syllable and then associating 
word boundaries with points of high condi- 
tional entropy. The experiments by Saffran 
et al. present evidence that human infants 
are such statistical learners. What the exper- 
iments do not show is that a learner with no 
innate predispositions as to the nature of 
language could extract from the text alone 
the principle itself of assigning word bound- 
aries according to conditional entropy. Rath- 
er, the learner must be built from the begin- 
ning to use such a procedure to discover 
linguistic units. This is the "poverty of the 

stimulus" argument. Language data do not 
come packaged with instructions for their 
own analvsis: anv effective learner must , ,  , 
come to the data with prior constraints on its 
hypotheses. In this form, the "poverty of the 
stimulus" argument is equivalent to Gold's 
famous mathematical result (1 ), which Bates 
and Elman misinterpret in their Perspective. 
Gold showed that, for even simple classes of 
languages, no procedure (statistical or other) 
exists that could learn a language without 
nontrivial a priori assumptions. 

In sum, a learning machine can only 
learn things that its structure permits it to 
learn; whether the learning is done by sta- 
tistical means is entirelv orthoeonal to the - 
question of innate structure. While much 
remains to be discovered about language 
acquisition and its relation to general learn- 
ing procedures, the uncritical empiricism of 
Bates and Ellman does not advance our 
understanding of these matters. 

Robin Clark 
Lila Gkitmun 

Anthonv Kroch 
Institute for Research in Cognitive Science, 

University of Pennsylvania, 
Philadelphia, PA 19104, USA 
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Response: Cognitive science is at a turning 
point, and nowhere is this more apparent 
than in the study of language. Basic as- 
sumptions that have dominated the field 
for 40 years are being reexamined, and 
exciting alternatives are being developed. 

All four letters assert in various wan that 
language must be biologically constrained, be- 
cause onlv humans can do it. We amee. and w ,  

have said so explicitly in our Perspective and 
elsewhere (1 1. The central debate in our field . , 
is not about innateness per se, it is about the 
nature of this abilitv. For 40 vears, Chomskv 
and his followers Gve argud that languagL 
can only be acquired with special mechanisms 
that evolved for language alone (the Lan- 
guage Acquisition Device). We and others (1, 
2) have a different view: Language evolved 
through quantitative changes in social, per- 
ceptual, and cognitive abilities--including 
statistical learning-that exist in other spe- 
cies. These abilities have been recruited for 
language, but they continue to do nonlinguis- 
tic work (that is, they have kept their "day 
jobs"). Jenkins and Maxarn suggest that we 
have misinterpreted Chomsky, who rejects 
learning only in a "technical" sense. But 
Chomsky has been quite consistent on this 
issue (3, p. 161) 

The evidence seems compelling, indeed over- 
whelming, that fundamental aspeEts o f  our mental 
and social life, including language, are determined 
as part o f  our biological endowment, not  acquired 
by learning. 

and (3, P. 4) 
C e m i n  aspects of our knowledge and understand- 
ing are innate, part of our biological endowment, 
genetically determined, on  a par wi th the ele- 

larger context, although we respect the right 
of Saffran et al. to see things differently. 

In their defense of Chomsky's ap- 
proach, the letter writers have taken con- 
tradictory positions. Pesetsky et al. argue 
that the study by Saffran et al. provides 
evidence in favor of domain-specific lan- 
guage abilities, because the stimuli that 
their infants learned so readily are lan- 
guage-like. In the same vein, Clark et al. 
assert that statistical information (for in- 
terpreting conditional entropy) could not 
be used in language without a language- 
specific predisposition to do so. But the 
data presented in the study by Saffran et al. 
resemble those from many other studies 
(with adults as well as children) involving 
nonlinguistic stimuli (4, 5) and have been 
simulated by connectionist networks that 
are not language-specific. Pinker takes the 
opposite tack, arguing that statistical in- 
duction mav work for some domains (in- 
cluding word learning), but cannot work 
for grammar. Other studies in humans and 
neural networks (1 ,  2, 5,  6), however, 
demonstrate that statistical inferencing 
can be used to acquire grammar. Pinker 
(and Saffran et al. in their response) are 
critical of connectionist approaches to 
language. While we agree that this tech- 
nology has far to go, we are optimistic 
about its present and its future. The en- 
terprise is new, and it is too soon to de- 
clare failure or victory. 

Jeffrey Elman 
Elizabeth Bates 

Center for Research in Language, 
University of California, San Diego, 

La ]oh, CA 92093, USA 
E-mail: elmn@crl.ucsd.edu 

bates8crl. ucsd . edu 
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Response: One question raised by these let- 
ters concerns what our research actually 
showed. Pinker says the idea "[tlhat infants 
learn words by remembering sequences of 
sounds is not new or controversial." We 



agree ( I  ). Our own work is, however, the 
first empirical demonstration that B-month- 
old infants can actually perform the sequen- 
tial statistics that such an idea requires. Our 
proposal about how the underlying learning 
mechanism operates is largely equivalent to 
that described by Clark et al. We do not 
assume, however, that learners need have 
knowledge about word boundaries. Whether 
this mechanism is particular to language, or 
is instead applied to many segmentation 
problems, is yet to be determined; as Pe- 
setsky et al. state, our research does not yet 
distinguish between these possibilities. In 
either case, this type of rapid and rather 
complex learning, while it may or may not 
be tied specifically to learning languages, 
might well be the kind of remarkable skill 
that permits language learning in humans 
to occur. 

A second question concerns how a sta- 
tistical mechanism might apply to the ac- 
quisition of syntax. Pinker assumes that an 
extension from words to grammar would 
involve using the same sequential statistic; 
he then argues that this statistic is insuffi- 
cient to capture the nature of grammar. We 
agree. In contrast, Bates and Elman assume 
that infants can perform a range of statisti- 
cal analyses, and they express confidence 
that, somewhere in the mix, such capabili- 
ties will be sufficient. Our own view is more 
cautious. Like Bates and Elman, we suspect 
that infants may be capable of performing 
other kinds of complex statistical analyses; 
that is an empirical question that requires 
further study. Such findings alone, howev- 
er, would not solve the acquisition problem. 
All of the letters emphasize this same point: 
Linguistic structure cannot be learned 
through undirected analyses of input sen- 
tences, no matter how complex or numer- 
ous these analyses may be. Such analyses 
must in some fashion be focused or orient- 
ed by innate predispositions of the learner; 
otherwise, there is no way to explain why 
human infants are the only learners who 
can acquire human languages or why lan- 
gauges recurrently develop certain types of 
structures. As Bates and Elman noted in 
their Perspective, we think that there are 
several interestingly different ways of im- 
plementing such innate predispositions: 
Innate biases in statistical learning may be 
different in important ways from innate 
knowledge of linguistic principles. But 
both of these implementations involve 
types of innateness. 

We find the current state of neural net- 
work research to be an interesting illustra- 
tion of this point. Neural network models 
have contributed interesting debates and 
fresh ideas to the field, but no current mod- 

(continued on page 1276) 
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(continued from p . 1 1 8 1 ) 

el is capable of learning a language, or of 
learning the way that human infants do. 
Their limits therefore illustrate the im~or -  
tant perspectives provided to our field by 
Noam Chomsky. Chomsky's point was not 
that there is no such thing as learning; rather, 
it was that unconstrained learning mecha- 
nisms will not, by themselves, correctly learn 
just those things that every human baby learns 
(2). Our findings do not contradict this point. 
Instead, they offer the possibility of a mecha- 
nism that could turn out to be suitably pow- 
erful, but also biased and constrained, so as to 
perform a piece of the task. 

Jenny R. Saffian 
Richard N .  Aslin 

Elissa L. Newport 
Debarment of Brain and 

Cognitive Sciences, 
University of Rochester, 

Rochester, NY 14627, USA 
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Editorial "Plants"? 

Now that the European green crab has 
been returned to the Arthropoda (Letters, 
25 Apr., p. 513) after its temporary 
domicile in the Mollusca (Random Sam- 
ples, 11 Apr., p. 203), can we also rescue 
Illinois' Thismia americana (Letters, 25 
Apr., p. 514) from the grass family and 
return it to the Burmanniaceae, a small 
family much more closely related to or- 
chids than to grasses? Since this This- 
mia is almost certainly extinct, its final 
resting place should be in the correct 
family plot. 

Robert Ornduff ,, 
Department of lntegrative Biology, 

University of California, 
Berkeley, CA 94720-3 140, USA 

E-mail: omduf@ucjeps.herb.berkeley .edu 

I too was amused to find green crabs classed 
as mollusks in a recent Random Samples 
item, but concluded that the error was a 
deliberate editorial "plant" to see whether 
anyone other than molecular biologists still 
reads Science. 

Thomas Eisner 
Division of Biology, Comell University, 

Ithaca, NY 14853, USA 
E-mail: tell 4@comell.edu 
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Editor's note: It appears that Science has 
many readers outside the realm of molec- 
ular biology-at last count, more than 50 
letters had been received about the "mis- 
placed" European green crabs. Botanists, 
however, have not been heard from in 
such numbers about T .  americana, which 
was misidentified by Science during edit- 
ing. 

We are grateful to all those who read 
Science so carefully and who communicate 
their concerns to us, and we apologize to 
crabs, mollusks, and Thismia enthusiasts ev- 
erywhere. 

Letters to the Editor 

Letters may be submitted by e-mail 
(at science-letters@aaas.org), fax (202- 
789-4669), or regular mail (Science, 
1200 New York Avenue, NW, Washing- 
ton, DC 20005, USA). Letters are not 
routinely acknowledged. Full addresses, 
signatures, and daytime phone numbers 
should be included. Letters should be 
brief (300 words or less) and may be 
edited for reasons of clarity or space. 
They may appear in print and/or on the 
World Wide Web. Letter writers are not 
consulted before p&lication. 

.... 
Molecular Medicine Society, SCIENCE Magazine, 

and The Lancet invite you to attend 

Gene tics Of Common Diseases .... 
June 8-1 1,1997 The Sheraton Grande Torrey Pines La Jolla, CA 

Mark your calendar now for June 8-11, 1997 when the Molecular 
Medicine Society, SCIENCE Magazine, and The Lancet, will provide the 
most comprehensive update on the latest developments in the mol- 
ecular understanding of common diseases presented by leading experts. 
General sessions and workshops will focus primarily on the genetics of 
Cancer, Diabetes and Cardiovascular Diseases. 

What are the newest advances in technology? 

How has the recombinant 
DNA revolution in the last 20 
years led to a dramatic in- 
crease in the molecular 
understanding of disease? 

What are the latest findings in 
all areas of biomedical science 
on the molecular level? 

For answers to these questions, 
don't miss this exciting meeting 
including poster presentations, 
industry exhibits, tours and pre- 
sentations at Scripps Research 
Institute and much more! 

For more information call Global 
Trade Productions, Inc., conference 
management at (703) 671-1400 




