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Growth of thin films from atoms deposited from the gas phase is intrinsically a non- manner, rather than developing quantita- 
equilibrium phenomenon governed by a competition between kinetics and therrnody- tive descriptions. 
namics. Precise control of the growth and thus of the properties of deposited films 
becomes possible only after an understanding of this competition is achieved. Here, the Adatom Diffusion on Terraces 
atomic nature of the most important kinetic mechanisms of film growth is explored. These and Nucleation of Islands 
mechanisms include adatom diffusion on terraces, along steps, and around island 
corners; nucleation and dynamics of the stable nucleus; atom attachment to and de- The diffusion of an adatom on a flat surface, 
tachment from terraces and islands; and interlayer mass transport. Ways to manipulate or terrace, is by far the most important 
the arowth kinetics in order to select a desired arowth mode are brieflv addressed. kinetic Drocess in film erowth. Smooth. 

T h e  study of film growth has been increas- 
ingly characterized by the application of 
surface-science methods to understand 
erowth at the atomic level. Work in this 
Field has been motivated by the ever more 
stringent requirements on the quality of 
thin films needed for developing advanced 
microelectronic, optical, and magnetic de- 
vices, as well as the thrust toward nanom- 
eter-scale structures. As device miniaturiza- 
tion reaches submicrometer- and nanome- 
ter-length regimes, atomic-level control of 
the fabrication Drocesses for both novel ma- 
terials and new devices is becoming crucial. 

A model study of film growth typically 
involves deposition of a controlled amount 
of atoms onto a well-characterized crystal- 
line substrate at a prescribed set of growth 
conditions. The precisely defined growth 
conditions, low coverages, and slow deposi- 
tion rates in such studies make it possible to 
decipher, at an atomic level, the rules gov- 
erning the evolution of the growth front, 
and to explore ways to tailor film morphol- 
ogy to obtain specific characteristics. 

Descri~tions of atomistic mechanisms of 
growth have been largely based on the ter- 
race-step-kink (TSK) model of a surface 
(Fig. 1) (1). In addition to defining steps, 
kinks, and terraces. Fie. 1 shows several , - 
elemental entities in film growth: an ad- 
sorbed atom (adatom) and a vacancy on the 
upper terrace, an adsorbed dimer (ad- 
dimer), and a larger island of four atoms in 
size. The scanning tunneling microscope 
(STM) (2) has allowed direct visualization 
of the TSK model (3). The STM can be 
used to determine quantitatively kinetic 
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and thermodynamic properties of morpho- 
logical entities on a surface as small as a 
single atom, as large as a micrometer-sized 
terrace, or as high as many atomic layers. 

Information of this nature has allowed 
contact to be made with microscopic theo- 
ries of film growth and has stimulated new 
theoretical developments. The synergism 
between experiment and theory has tre- 
mendously improved our understanding of 
the kinetic aspects of growth. For vapor- 
phase epitaxy, the film growth kinetics are 
largely determined by only a few categories 
of atomistic rate processes, which form the 
basis also for all more complex growth sit- 
uations. We focus on these basic categories, 
illustratine them with exam~les from recent 
experime&. After describing the mecha- 
nisms, we suggest ways to manipulate them 
in order to select a desired growth mode. In 
more complex modes of growth, one or 
more additional mechanisms may influence 
the overall growth kinetics, although the 
mechanisms discussed here will of necessity 
still control the initial stages of growth. The 
brief discussion of such additional rate pio- 
cesses concluding this review recognizes 
their possible importance in general growth 
situations. A more comprehensive evalua- 
tion of such rate Drocesses is bevond our 

uniform klms could not G formed withou; 
sufficient surface mobility. In the extreme 
case of zero mobility parallel to the surface, 
an adatom stays where it has landed, and 
the resulting growth front is always very 
rough. Nevertheless, higher surface mobili- 
ty does not necessarily lead to smoother 
films. 

The surface diffusion coefficient D is 
related to the site-to-site hopping rate of an 
adatom, k,, by D = a* k,, where a is the 
effective hopping distance between sites, 
and k, a e.pI-VJk,T), where V, is the po- 
tential-energy barrier from site to site, T is 
the substrate temperature, and is the 
Boltzmann constant. In the initial stage of 
growth on a flat surface, if the deposition 
rate F is f ied,  the value of D determines 
the average distance an adatom will have to 
travel before (i) finding and joining an 
existing island or (ii) meeting another ada- 
tom to create the possibility of nucleating a 
new island. As nucleation continues, this 
distance decreases and eventuallv becomes 
constant. In this steady-state regime, newly 
deposited atoms will predominantly join ex- 
isting islands and effectively prevent nucle- 
ation of new islands. Intuitively, the island 
density N should increase with F and de- 
crease with D and has the qualitative form 
N a FPID (4 ,s) .  The values of p and q are 
positive and are dependent on the nucle- 
ation and mowth mechanisms. 

Q 

scope, especially so as they are not yet well Despite the vital importance of surface 
understood on the atomic scale. We focus diffusion in film growth, accurate determi- 
on presenting physical ideas in a qualitative nation of D in a broad range of environ- 

Fig. 1. The TSK model of a surface 
defined for a simple cubic crystal. 
The white circles represent atoms 
of the substrate. The dashed line 
indicates the location of a step sep- 
arating the upper and the lower ter- 
races, with a kink along the step. 
The step-down direction is from left 
to right. The black circles are atoms 
adsorbed on the terraces. 
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ments has been a major challenge, but STM 
experiments have improved the situation 
considerably. The most prevalent approach 
(5) is based on nucleation theory (4): By 
counting the number of islands formed at a 
constant deposition flux and different tem- 
peratures, the diffusion coefficient can be 
extracted from the relation N a D-4 a 
exp{V,/qkT), where the exponent q is known 
from nucleation theorv once the critical 
island size is known. As an example (5), Fig. 
2 shows silicon (Si) islands formed at two . , 

different temperatures on a reconstructed 
Si(100) (2 x 1) surface (6). This approach 
has been applied to a range of metal (7, 8) 
and semiconductor (9, 10) systems and has 
stimulated active research on generalizing 
classical nucleation theory (4) to various 
physically complicated situations (1 1-13). 

A second approach (14, 15) is to mea- 
sure directly the mean square displacement, 
(r2), of a diffusing species as a function of 
time. t. and use the relation (9) - Dt to , , . , 

obtain the diffusion coefficient, as has been 
done for many years with field ion micros- 
copy (16, 17). The potential advantage of 
STM is obvious. because STM can image a 
vastly broader ;ange of surfaces than can 
field ion microscopy, whose applicability 
has been limited to primarily a few metals. 
A significant technical advance is the atom- 
tracking method, in which the STM tip 
automatically follows the position of an 
atom or a dimer as it mimates (18). Several 

L, . , 

other important recent developments (5,19, 
20) in surface diffusion will be addressed at 
relevant points. 

Formation and Dynamics of the 
Stable Nucleus 

As atoms join to form an island, the cohe- 
sive energy between the atoms acts to pro- 
tect the island from dissociation, that is, the 
free energy of the island is negative. Atoms 
at the edges of the island have fewer neigh- 
bors, thus more unsaturated bonds, which 
add a positive destabilizing "boundary free 

Fig. 2 STM images of monolayer- 
high Si islands on Si(100) grown 
with the same deposition rate and 
total coverage, but at different tem- 
peratures (5): (A) grown at low tem- 
perature, image size of 250 A by 
250 A; and (B) grown at high tem- 
perature, image size of 400 A by 
400 A. Brighter areas indicate at- 
oms in a higher layer. Each bright 
row is made up of dimers, giving a 

energy" to the total free energy of the two- 
dimensional (2D) island. The boundary free 
energy is the 1D analog of the surface free 
energy. The latter is typically measured as 
the surface tension. In analogy, the bound- 
ary free energy can be considered as a line 
tension. For increasingly smaller islands, 
the boundary free energy dominates more 
and more, until an island is no longer stable 
against decomposition. Conversely, to nu- 
cleate an island, enough atoms have to 
meet to make the total island free enerw ", 
negative, because initially the boundary free 
energy dominates and the total free energy 
becomes more positive as atoms are added. 
In nucleation theory, the "critical island 
size" i is defined as the size at which for the 
first time the island becomes more stable 
with the addition of just one more atom. 

For a given system, i depends on temper- 
ature and supersaturation. Recent studies of 
submonolayer growth on semiconductor (5, 
9, 10) and metal surfaces (7, 8)  have often 
suggested that, at sufficiently low tempera- 
tures, for typical growth conditions, the 
adatom supersaturation on the surface is so 
high that the critical nucleus is just a single 
atom, and the stable nucleus is two atoms, a 
dimer. These dimers then serve as the ten- 

ters for growth of larger islands, as more 
adatoms diffuse to meet them. 

Much recent attention (21-26) has been 
focused on the possible pathway for nucle- 
ation of a Si ad-dimer. the stable nucleus for 
a wide range of growth conditions for ho- 
moepitaxy on Si(100) (5). A Si adatom 
may have multiple diffusion pathways on 
the surface before finding a partner, as all 
calculations have suggested (23). Empirical- 
potential molecular dynamics simulations 
have suggested that in the earliest stages of 
adsorption, a Si atom deposited from the gas 
phase is more likely to be collected by a 
shallower local minimum within a unit cell, 
rather than landing directly in a stable ad- 
sorption site (20). Such a population inver- 
sion is possible because the energy transfer 
at that shallower site can be more effective, 

(2 X 1) surface reconstruc~on. At both temperatures, the islands are oriented perpendicular to the 
substrate dimer rows. In (A), the slower adatom diffusion leads to a higher island density, including many 
isolated dimers. Some of the islands are "diluted," that is, every other dimer is missing along the long 
island direction. In (B), the islands are dense except that some have "diluted" ends. For a schematic 
representation of the 2 x 1 reconstruction of the surface resulting from dimerization of top-layer atoms, 
see Fig. 3. 

and because less kinetic enerw has been 
L,, 

accumulated by the atom in reaching this 
shallower site. If the potential-energy barri- 
er for the adatom to reach a stable site is 
much higher than the barrier for it to reach 
another metastable site, then the adatom 
will travel a long distance along a path 
connecting the metastable sites before 
eventually reaching a stable site. Further- 
more, whenever the adatom is able to hop 
out of a stable site, it can travel a long 
distance again before returning to another 
stable site (23). 

Population inversion in the earliest stag- 
es of adsorption and fast-track diffusion is, 
in principle, possible whenever atoms are 
deposited on a complex reconstructed sub- 
strate. The validity of these qualitative con- 
clusions should not depend on the specific 
potential used in the studies. For Si atoms 
on Si(100), fast diffusion on top of a dimer 
row is predicted by empirical-potential cal- 
culations (20. 23). This same conclusion . ,  , 
can also be inferred from the results of 
first-principles calculations (23-26). Al- 
though adatom motion has not been direct- 
ly observed, it presumably leads to the nu- 
cleation of dimers, which occurs predomi- 
nantly on top of dimer rows (21, 22). 

The stable nucleus, by definition unlike- 
ly to decompose, may not be stable in the 
sense of "stationary," but may have intrigu- 
ing dynamical aspects, as has been demon- 
strated recently for Si dimers on Si(100) 
(14, 18, 21-23, 26). Silicon dimers formed 
on  to^ of dimer rows can have two orien- 
tations, with the dimer bond parallel or 
~emendicular to the substrate dimer rows. . A 

These two configurations are mutually con- 
vertible at room temperature through a ro- 
tational mode (Fig. 3). The active rotation- 
al motion helps to establish thermal equi- 
librium between the two configurations. 

Fig. 3. STM images showing the rotational dy- 
namics of a Si ad-dimer formed on top of a dimer 
row in Si(001) (27). In (A), the bond of the ad-dimer 
(indicated by the arrow) is parallel to the substrate 
dimer rows in the 2 x 1 reconstruction, as sche- 
matically shown below the image. In (B), the same 
ad-dimer has rotated by 90". The two images 
were taken 40 s apart at room temperature. The 
orientation shown in (A) is energetically slightly 
more stable. 
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Siinply by counting the population of these 
two states, their relative stability can be 
established (21 ). By measuring the rotation- 
al frequencies from one configuration to the 
other, the potential-energy barrier separat- 
ing the two configurations can also be de- 
termined (21, 26). These measurements 
conclude that the "epitaxial orientation," 
the orientation of a dimer in the dimer rows 
that subsequently grow (Fig. 3A) ,  is slightly 
more stable. 

erage size of the smallest stable islands was 
inferred, instead, by counting the total 
number of islands at a given coverage. The  
critical island size, i = 1, was established 
by fitting the coverage dependence of the 
total island dens~ty with the standard clas- 
sical nucleation model (4), in which i is a 

atom wide (b - I ) ,  while the fractal islands 
observed with the STM all have wider 
branch thicknesses (30-32, 35-37). 

These discrepancies can be accounted 
for by generalizing the hit-and-stick DLA 
model to situations more appropriate to real 
growth systems (33). In real growth, atoms 
are randomly and continuously deposited 
on the surface. and an adatom reaching an 

parameter. 
Possible values for a critical island size 

greater than 1 depend on the specific bond- 
ing geometry of a given system (13) and, 
consequently, the relative magnitudes of the 
boundary free energy and the island cohesive 
energy. A t  sufficiently high temperatures, 
the critical island size mav increase because 

u 

island will attempt to relax locally in order 
to find an energetically more favorable con- 
figuration. For a given system, the specific 
nathwavs available for such local relaxation 

In addition to rotational motion, Si 
dimers located on too of a dimer row have 
been observed'to dirfuse along the top of 
the dimer row (14, 18), or, upon annealing, 
to jump into the trough defined between 
two neighboring dimer rows (21), suggest- 

hepend'on how the edge atom is bonded to 
the substrate and to the atoms alreadv in 

thermal energy acts as an additional destabi- 
lizing factor. Critical sizes ranging from three 
atoms (7) to as high as -650 dimers (29) 
have recently been reported, The latter case 
suggests that at typical realistic epitaxial film 
growth conditions of deposition rate and 
temperature, the surface is much closer to 
the thermodynamic than to the kinetic lim- 
it, that is, there is effectively no  significant 
supersaturation. 

the island, In terms of an increasing de- 
gree of local relaxation (such as increasing 
temperature), several different fractal-like 
growth regimes can be defined as follows: 

Hit-and-stick DLA (regime I j  (33, 38). 
Zero local relaxation defines this regime, 

ing that the trough is energetically more 
stable for a dimer. A t  oresent, this conclu- 
sion is controversial, because first-principles 
total-enerev calculations have so far all ", 
come to the opposite conclusion (23-26). 
Alternative possibilities suggested for this 
apparent "jump" of the dimer into the 
troughs include stabilization by defects or 
by a third Si adatom (25), Although the 
mechanism is not precisely known, the abil- 
ity to measure the influence of a single 
adatom on the behavior of a nucleus of two 
atoms indicates how far the understanding 

" .  
characterized by b .= 1. Its realization re- 
quires that an adatom arriving at the edge 
of an island does not have time to relax to 
a more favorable site before it is "pinned" in 
the position by the arrival of one or more 
additional atoms. To  date, the formation of 
regime I fractals has not been observed in 

Diffusion Along Island Edges 
and Fractal Island Growth - 

any film growth from vapor. The implica- 
tion is that. at the erowth conditions that As islands continue to grow, specific island 

morphologies or shapes develop. One class 
of shapes-including squares, triangles, 

have so far been stuiied, the relaxation to a 
more favorable site is alwavs faster than the 

of nucleation and growth has come, 
A t  higher surface coverages, islands grow 

from the stable dimers, As shown in Fig. 2B, 
particularly straight dimer-row islands with 

arrival rate to the same site [which depends 
on the denosition flux and the surface dif- 

and hexagons-is compact, with relatively 
straight and equiaxed island edges. Another 
class is fractal-like, having rough island edg- 
es or highly anisotropic shapes (30-32). 

fusion rate in a complicated manner (33)]. 
For metal 1100) surfaces. this conclusion is 

high shape anisotropy are formed at high 
temperatures (5,  27). The formation mech- ~, 

not too surprising, because surface diffusion 
is generally hindered by the relatively large 
barriers between sites. If surface diffusion is 
slower than diffusion alone steos, the exis- 

anisms involved are not yet fully under- 
stood (20, 27). These islands are not com- 

Typically, growth at lower substrate temper- 
atures leads to less compact islands: The 

pact, but are dense except possibly at the 
two ends, with ad-dimers all epitaxially ori- 
ented and occupying all available sites, both 
those on too of and those between the 

compactness is largely controlled by how 
fast an  adatom diffuses alone the island - 
edges and crosses corners where two edges 
meet. Recent studies 130-37) of 2D island 

" . ,  
tence of reglme I fractal growth will be 
ruled out. This orohibitive condition is like- 

dimer rows. A t  the ends of a dimer-row 
island. a dimer has freauentlv been observed 

formation in metal-on-metal epitaxy have 
identified several asDects of atom diffusion 

ly to be relaxed in those systems in which 
surface diffusion takes olace through the 

one lattice site away fAm the proper end of 
the island. Such a "diluted-end" dimer has 

along island edges that are important in 
controlling the formation of fractal islands. 

place exchange mechanism (19), because 
the corresponding diffusional activation 
barr~ers can be much lower. For metal (1  11) 
surfaces for which surface diffusion is rapid, 
regime I fractal growth should be obtainable 
with higher deposition fluxes. It is possible, 
of course, that a local strain effect can 
destabilize onefold-coordinated sites. 

Extended fractal growth (regme I l j  (33). 
In this regime, every adatom reaching the 
edge of an island can relax to the extent 
that it has found at least two nearest neieh- 

only been observed in one of the two pos- 
sible positions, on top of a dimer row, 
Complete diluted-dimer islands, in which 
every other dimer is missing along the 
direction of the island elongation, have 
been observed for deposition near room 
temperature (28). Precisely how atoms at- 
tach to stable dimers to form those various 

" 

In these studies, it has become evident 
that fractal island growth is verv deoendent " , A 

on bonding geometry (33). The existence of 
fractal islands has been reported essentially 
only on face-centered-cubic (fcc) (1 11) or 
hexagonal close-packed (hcp) (0001) sub- 
strates, which both have approximate trian- 
gular lattice geometry, In contrast, growth 
on fcc(100) surfaces with square lattice ge- 
ometrv has so far alwavs resulted in com- 

islands (or larger islands in any other sys- 
tem) is unknown. The  answer to this ques- 
tion will provide the missing link between 
nucleation and the subsequent growth of 
islands. 

Similar STM studies of nucleation and 

pact islands. This obskrvation is in dis- 
tinction to the prediction of the classic 
diffusion-limited-aggregation (DLA) model 
(38). Within this model, if a diffusing atom 

- 
bors within the atoms belonging to the 
island. This regime can be defined on a 
triangular lattice, but is absent on a square 
lattice, for which this condition already 
implies compact islands (Fig. 4) .  Regime I1 
fractal islands are characterized by having 
wider branch thickness, b - 4. Island mor- 
phologies in regimes I and I1 are contrasted 
in Fig. 5. For systems allowing the existence 

growth have been carried out for metals 
(8) .  In these studies, it has not been pos- 
sible to image entities as small as a dimer 
with sufficient resolution so that a dimer 
could be unequivocally identified, The  

sticks to an island where it hits the Island, 
then fractal islands will be formed, irrespec- 
tive of lattice geometry. Furthermore, in 
the DLA model, the average branch thick- 
ness b of the fractal island is about one 
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of regime I fractal growth, regime I1 can be 
entered when an increase in surface tem- 
perature destabilizes those edge atoms that 
are only onefold coordinated. A measure- 
ment of the transition temperature from 
regime I to regime I1 provides an estimate of 
the potential-energy barrier, V,(l), hinder- 
ing the relaxation of a onefold-coordinated 
edge atom. 

Island-corner barrier effect (34). Even if 
the temperature is high enough to make 
possible adatom diffusion along island edg- 
es, it may still be difficult to cross the comer 
of an island at which two edges meet. The 
reason for this is that an adatom has to 
lower its coordination in crossing a comer. 
That it does not want to do so is reflected 
by a higher activation barrier as an atom 
leaves the edge to reach a comer site. With- 
out direct or effective island comer cross- 
ing, growth must lead to the formation of 
fractal islands. The branch thickness of the 
islands in this regime increases with the rate 
of edge diffusioi, that is, with the surface 
temDerature: b(T) > 4. When b is suffi- 
cier;tly large, the growth of the fractal-like 
islands can also be described with quasi- 
continuum approaches (1 1 ,  39). In such 
approaches, the fractal-to-compact transi- 
tion is typically measured by an average 
diffusion length of an adatom along the 
island edge, with the assumption of an ef- 
fective hopping rate. Such quasi-continuum 
a ~ ~ r o a c h e s  break down when the island 

A A 

branches are only one or a few atoms wide. 
Although the absence, to date, of regime 

I fractal growth on any substrate may have 
its origin in the condition Ve(l) < V,, the 
absence, to date, of any fractal growth on 
square lattices may be attributable to a sim- 
ilarity in barriers for diffusion across island 
comers and on terraces in such systems. 

Compuct islands. If all island comers can 
be crossed easily by an adatom, the growth 

Fig. 4. Island formation on (A) a triangular and (B) 
a square lattice. The smaller open circles denote 
the sites accessible on each lattice. The larger 
circles denote atoms in the islands. The relaxation 
of an edge atom (gray) is hindered by the poten- 
tial-energy barrier V,(l), when starting from a one- 
fold-coordinated site (on both lattices), or by V,(2), 
when starting from a twofold-coordinated site (on 
the triangular lattice). On both lattices, it is easier 
for an atom to diffuse along an edge than to reach 
a comer site, because its coordination is always 
larger along the edge than at the comer. 

leads to compact islands. O n  triangular 
and square lattices, the compact regime 
corresponds to relaxation to at least three 
and two nearest neighbors, respectively. 
O n  reconstructed surfaces, the situation 
may be more complex because of the com- 
plex bonding, but the principle for obtain- 
ing compactness, that is, the need to cross 
comers, will be universally applicable. In 
the compact-island growth regime, com- 
petition between steps of different orien- 
tations in accommodating arriving ada- 
toms determines the shapes of the islands. 
Considerable effort (31, 40) has been de- 
voted to understanding the formation 
mechanisms of islands of various shapes, 
but many questions remain, particularly 
because in this regime many rate processes 
are active simultaneously. 

In defining the four different regimes, 
attention has been focused ~rimarilv on 
in-plane interactions between the adatoms, 
implying that these interactions dominate 
the rules for island growth. The specific 
substrate geometry of a given system may 
introduce additional complications. For ex- 
ample, on fcc( 11 1) surfaces, two structural- 

Fig. 5. Fractal islands grown on a triangular lattice 
in regime I (A), in which an atom sticks where it hits 
the island; and regime I I  (B), in which every atom is 
allowed to find at least two nearest neighbors of 
atoms belonging to the island (33). The branch 
thickness in regime I is about one atom and is four 
atoms in regime II. 

ly different types of steps exist (Fig. 6C), 
and diffusion along these two steps can be 
different (31). This difference in mobility 
along the two steps also introduces an asym- 
metric probability as a onefold-coordinated 
atom located at an island comer jumps 
toward more highly coordinated sites on 
either side of the comer (36). This comer . , 

asymmetry has been shown to provide a 
mechanism for dendritic (branched) island 
growth in several systems (36, 37). Briefly, 
if both motions are possible but with differ- 
ent rates, onefold-coordinated atoms highly 
preferably fill the sites reachable along the 
easy path first. Dendritic islands with trian- 
gular envelopes develop on such fcc(ll1) 
surfaces. The corresponding branch thick- 
ness of the dendritic islands is about four 
atoms, as expected for islands grown within 
regime 11. Furthermore, there is also a lower- 
temperature regime where only the easy 
path is active, leading to the formation of 
less well developed dendritic islands with b 
= 2 (35, 36). As far as the branch thickness 
is concerned, these latter islands provide 
the closest example reported so far toward 
realization of the regime I fractals predicted 
by the classic DLA model, although their 
existence depends on an entirely different 
mechanism. 

Although growth on semiconductors ap- 
Dears to be more com~lex because of recon- 
struction and localized bonding, in fact, 
simple analogies with the above picture ex- 
ist (34). For example, the elongated dimer- 
wide islands (Fig. 2B) formed in Si(100) 
homoepitaxy can be viewed as a conse- 
quence of a morphological instability in 
low-temperature growth. Although the is- 
lands do not appear fractal-like, it is only 
the large anisotropy in diffusion and stick- 
ing that makes them long and narrow. This 
instability-growth takes place predomi- 
nantly in one direction-is suppressed at 
higher temperatures, where the islands be- 
come compact as a result of island coarsen- 
ing (27). Conceptually, these phenomena 
resemble very closely those described above 
for metal growth (34). The only major dif- 
ference is the (fractal) dimension, d: in the 
special case of Si d - 1, while in the metals 
d - 1.7. The physical origin of this differ- 
ence lies in the strong covalent bonding on 
the semiconductor surface. 

Island Mobility and Ripening 

The previous discussion has been confined 
to the temperature regime in which only 
the dynamics of those edge atoms that are 
severely undercoordinated are considered. 
The corresponding island dynamics are lo- 
cally confined, with negligible displace- 
ment of the center of mass of the island. 
The driving force for evolution of the island 
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shape toward being compact is the mini- 
mization of the total free energy of each 
island, as edge atoms find more stable 
configurations. 

As the surface temperature increases, at- 
oms that were stable at lower temperatures 
(that is, with higher coordinations) can 
become active. Examples include evapora- 
tion of an atom from a step onto a terrace, 
ejection of an atom from a kink site, remov- 
al of a comer atom of an island, and the 
creation of an atom-vacancy pair along a 
step (41). These events lead to two new 
aspects of island dynamics: island diffusion 
and "ripening." Island diffusion is charac- 
terized bv a finite dis~lacement of the cen- 
ter of mass of an island. Ripening involves 
the redistribution of mass in an island and 
between different islands. 

Island diffusion can proceed by many 
different mechanisms. In general, smaller 
islands diffuse faster than larger islands, but 
even very large adatom or vacancy islands 
can have significant mobility at room tem- 
perature (42). For sizes less than 10 atoms, 
oscillatory behavior of the island mobility 
with island size has been observed on metal 
surfaces (43, 44). The oscillatory behavior 
on fcc(100) metals (44) has been explained 
by invoking a combination of sequential 
motion of individual atoms and dimer 
shearing (45). The proposed kinetic mech- 
anism is illustrated in Fig. 7 for a compact 
tetramer: diffusion of the island occurs by 
first shearing half of the island forward, 
followed bv motion of the other half to 
catch up. Island shearing is more favorable 
than the atom-hopping process (Fig. 7B) 
because the former requires a lower activa- 
tion energy. The energy gain becomes high- 
er as the in-plane bonding strength between 
the adatoms increases, making the shearing 
process more favorable. 

Ripening (46), a thermodynamically 
driven effort to reduce boundary free ener- 
gy, occurs only if the net supersaturation of 

adatoms is verv small. At conventional con- 
ditions for growth experiments, there is a 
high supersaturation so ripening is not im- 
portant, as all islands larger than the critical 
size grow. However, the rate of ripening 
illustrates an important kinetic mechanism, 
the detachment rate of atoms from islands. 
In ripening, larger clusters grow at the ex- 
pense of smaller ones. In film growth, the 
onset temperature for island ripening is 
about the same as for the fractal-to-compact 
island s h a ~ e  transformation (34). This rec- , - 7  

ognition is tied to the island-comer barrier 
effect: without frequent comer crossing, is- 
lands will remain fractal-like. However, the 
very processes leading to the compaction of 
islands may also lead to the dissociation of 
smaller islands, because an atom crossing an 
island comer will have the highest proba- 
bility of any atom to leave the island. Thus, 
"leaking" of atoms can occur preferably at 
island comers. Atom detachment directly 
from island edges occurs at higher temper- 
atures (34). 

Barrier for Crossing Steps 

In film growth, the rate for interlayer mass 
transport is second only to surface diffusion 
in importance. Surface diffusion controls 
the uniformity in the horizontal direction; 
interlayer mass transport controls the uni- 
formity in the vertical direction. A smooth 
growth front can be maintained only if 
sufficient interlayer mass transport occurs 
during growth. 

Interlayer mass transport is primarily 
controlled by the barrier for crossing steps. 
An atom landing on top of an island may 
find a higher potential-energy barrier as it 
attempts to hop off the island to the lower 
layer. As in the case of island comer cross- 
ing for compact 2D growth, this additional 
barrier exists because an atom reduces its 
coordination as it crosses the island edge 
(16, 47). Therefore, it is more likely to be 

Fig. 8. STM images and corresponding simulations of dendritic R islands grown on R(l11) (36). Shown 
are (A) an STM image, of 500 8\ by 500 A, and (B) island shapes obtained from kinetic Monte Carlo 
simulations. These dendritic islands have the same branch thickness as the regime I I  fractal island 
shown in Fig. 5B, but with triangular envelopes. This diierence is caused by the comer asymmetry 
shown schematically in (C): if the sublayer symmetry of the fcc lattice is considered, the two edges are 
inequivalent, and a onefold-coordinated atom finds it easier to go to one edge as it relaxes [Ve,Jl) < 
Ve,J1)] The smaller open circles denote the fcc sites accessible to the adatoms. 

confined to the  to^ of the island than to 
hop off, increasing the density of monomers 
there and thus the probability that a new 
island is nucleated on top of the existing 
island before growth of the first layer is 
completed (48-5 1 ). 

The effect of the island-edge barrier on 
the film morphology has recently been 
broadly explored (52-54). If the effect is 
strong, 3D islands or "mounds" will develop 
and the growth mode is rough. If the effect 
is weak, the system can easily reach a stable 
growth regime with a smooth growth front. 
The strong regime of the island-edge barrier 
effect is separated from the weak regime by 
Rc = R,, where Rc is the island size at 
which nucleation initiates on top of the 
island and R, is the island sue at which 
island coalescence in the lower layer ini- 
tiates (48). If R, < R,, the island-edge 
barrier effect is strong enough to cause 
rough growth; otherwise the effect is weak, 
and the growth mode is smooth. For rela- 
tively small islands, a condition for sup- 
pressing 3D growth is provided by the re- 
quirement that an atom landing on top of 
an island is able to h o ~  off before. a second 
atom lands on top of'the same island. A 
probability factor describing this condition 
has been derived, and ways to enhance this 
factor in order to induce layer-by-layer 
growth have been discussed (50). 

Manipulation of Growth Kinetics 

We have so far described the major catego- 
ries of atomistic rate processes important in 
the initial stages of film growth: adatom 
diffusion on terraces, along steps, and 
around island comers: nucleation and dv- 
namics of the stable nucleus; mechanisk 
for the addition of atoms to a growing is- 
land; mechanisms for the detachment of an 
atom from a structure; and interlayer mass 
transport. Explorations seeking improved 
understanding of the relative importance of 

Fig. 7. Competing diffusion mechanisms of a 
compact tetramer island on a metal (1 00) surface. 
(A) Diffusion by dimer shearing proceeds by first 
placing half of the island forward, followed by the 
other half. (B) Diffusion by sequential motion of 
individual atoms. The (A) pathway can be the pre- 
ferred mode of island motion under appropriate 
limits on bond strengths. 
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these processes have led to discoveries of 
various wavs of rate maniwulation to im- 

posed (48, 50, 55, 56), none of them relat- 
ed to the classical meaning of "surfactant" 
as a surface-active agent that reduces the 
surface free energy. In fact, as used in film 
growth, surfactants are agents that control 
kinetics. An ideal surfactant should be: ii) 

example, in Stanski-Krastanov growth, the 
stress caused by the mismatch of the lattices 
of the film and the substrate produces a 
thermodynamic driving force that modifies 
structure and morphology. In the submono- 
layer regime, stress can cause intermixing 
and alloying through diffusion of some of 
the deposited atoms into the top layers of 
the substrate (60). For thicker films, a suf- 
ficiently high accumulation of strain energy 
in the system may ultimately cause the 
strained overlayer to organize into 3D clus- 
ters or to create other distributions of de- 
fects. A strained overlaver on a vicinal sub- 

prove the &lity of films irown by vapor- 
phase epitaxy (48-53, 55, 56). For exam- 
ple, any enhancement of downward diffu- 
sion would irn~rove laver-bv-laver or 2D 
growth. Any eihancernent of coiner cross- 
ing would lead to more cornDact islands. 

, , 

capable of inducing smoother growth; (ii) 
"immiscible" in the film, so that no or a - 

Any enhancement of surface diffusion 
would lead to earlier achievement of step- 
flow growth (see below). As an example, we 
list several suggestions for improved 2D ho- 
moepitaxial growth at low temperatures, 
that is, to enhance downward diffusion bv 

negligible amount of surfactant atoms are 
incorporated into the film; and (iii) easily 
removable at the completion of growth. 

Another more traditional way of manip- 
ulating growth kinetics is to use vicinal 
surfaces as templates for growth. If the sub- 

making it easier to cross steps. 
Reduction in the island-edge ba~ier. A di- 

strate may be energetically unstable against 
step bunching (61 ). Control of kinetics can 

strate is rniscut at an angle, it contains a 
collection of stew whose densitv is deter- - 

rect reduction in the island-edge barrier, in 
principle, provides the most effective way to 
improve 2D growth. 

Hindering diffusion along island edges by 
impurities. Slower diffusion along steps leads 
to a higher density of kinks in the island 
edges. Typically, an atorn landing on top of 

mined by the angle of miscut. At properly 
chosen growth conditions, an atom depos- 
ited on a given terrace is always able to 
reach the steps bounding the terrace and be 
incorporated there before another atom is 
deposited in the vicinity; hence, the nucle- 
ation rate for islands on the terrace is neg- 
ligibly small. If any barrier for downward 
crossing over steps exists, there would be a 
bias toward incorporation on the ascending 
steps (at which there exists no barrier for 
incorporation). A stable "step-flow" growth 
mode, with equally spaced steps smoothly 
flowing across the surface, is then estab- 
lished (53). 

be used to suppress intermixing, clustering, 
and bunching in order to grow heterostruc- " " 

tures with atomically flat interfaces, or in 
the other extreme, to enhance the forma- 
tion of desirable 3D nanoclusters with well- 
defined size and spatial distributions (62). 
Imourities added as surfactants. in addition 
to kodifying the magnitudes of kinetic pro- 
cesses, can inodifv the stress state and thus 

such an island can hop down more easily at 
a kinked site than at a straight step (52), 
although the degree of enhancement de- 
pends on the specific local bonding geom- 
etry and the step-down mechanism (57). 

Increase in island densitv 151 ). Two-di- 

influeilce the theirnodynamic driving force. 
In the limit when the deuosited material 

and the substrate are very dissimilar, the 
growth becomes rapidly 3D (Volmer-Weber 
growth), that is, the deposited material does 
not wet the surface. The kinetic urocesses 

rnensional growth can be knhanced if the 
islands in the first incom~lete laver are 
small, because an atom on ;op of a smaller 
island will visit the island edges more fre- 

that determine the growth are qualitatively 
similar to the ones discussed here: the dif- More Complex Growth Situations - 

quently, thereby increasing its chance to 
h o ~  down. An  increased island densitv can 

ferences lie in the thermodynamic driving 
forces related to minimization of the total In describing atomistic mechanisms of the 

be'achieved in various ways, such as ise of 
a surfactant (see below), simultaneous s ~ u t -  

" 

initial stages of film growth, we have, for the 
sake of illustration, focused on exam~les 

free energy. Atoms deposited on the sub- 
strate are subiect to the same rules excem 

tering or etching of the surface during dep- 
osition, a nonuniform-tem~erature de~osi-  

from homoepitaxy, the growth of a material 
on itself, by vapor deposition of atoms. Al- 
though homoepitaxial films are of consider- 
able significance, they form only a small part 
of industrial thin-film technology. The large 
prevalence of films is grown on dissimilar 
substrates, including growth on slightly lat- 
tice-mismatched substrates [Stranski-Kras- 
tanov growth (58)] and growth on very dis- 
similar substrates [Volmer-Weber growth 
(59)l. These growth modes are principally 
distinguished by different thermodynamic 
driving forces. which mav introduce new 

that they now become hetero-mechanisms 
(for exam~le,  atom B diffuses on a substrate 

tion scheme (a small dose at low tempera- 
ture followed by the completion of the layer 
at higher temperature), or, equivalently, a 
nonuniform-flux deposition scheme (a 
small dose at high flux followed by the 
completion of the layer at lower flux). 

Mobility bias. With all other conditions 

& .  

of A atoms). Critical nucleus sizes may be 
different. For atoms on the 3D cluster, the 
processes are identical to the homoepitaxial 
ones discussed above, because the 3D clus- 
ter is simply a small crystal having terraces, 
steps, and kinks as in Fig. 1. Thus, a picture 
very similar to what is laid out above will 
describe the initial stages of growth in this 
limit. 

fixed, an enhancement in atom mobility on 
top of an island with respect to that on the 
lower layer will improve 2D growth be- 
cause, again, an atop atom will more fre- 
quently reach the island edge and thus dif- 
fuse "downward." A low dose of imwuritv 

Additional kinetic mechanisms can be 
introduced by the mode of deposition. For 
example, in CVD (which is used for all 
three of the classes of film growth men- 
tioned above) a precursor molecule decom- 
poses over a hot substrate, leaving behind 
the desired atorn or atoms while the un- 
wanted molecular fragments of the precur- 
sor are removed. The rate of decomposition 
of this precursor molecule influences the 
overall rate of film growth. Because the 
precursor decoinposition rate depends on 
the temperature, the growth temperature 
and the deposition rate are no longer inde- 
pendent, and thus, the flux and the diffu- 
sion rates cannot be independently con- 
trolled, as they can in deposition using at- 

- 
kinetic phenomena or modify the relative 
im~ortance of the ones we have described. . , 

atorns that hinder adatorn diffusion in the 
growing layer while staying in this layer as 
long as possible is capable of introducing 
such a mobilitv bias. 

In addition, methods of deposition ex- 
tend far beyond the simple deposition of 
atoms we have used for illustration here. 
Examples include chemical vapor deposi- 
tion (CVD) and ion-assisted methods such 
as sputter deposition. These methods gen- 
erally introduce additional kinetic processes 
that influence the rate of growth and qual- 
ity of the films. 

Yet, the atomistic mechanisms described 

All of these' suggestions are in fact phys- 
ically possible through appropriate manipu- 
lation of growth parameters. One particu- 
larly appealing approach is the deliberate 
introduction of the right type of impuri- 
tv-a surfactant. Surfactant-induced laver- 
by-layer growth has been observed i; a 
varietv of svstems 155). Various mecha- 

above influence the initial stages of growth 
without regard to the deposition method or 
the dissimilarity of film and substrate. For 

. , 

nisms'of sukactant action have been pro- 
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oms. Molecular fragments adsorbed on the 
surface may modify the magnitudes of the 
diffusional or adsorption kinetics (9) but do 
not qualitatively change the underlying 
mechanisms-

In ion-assisted deposition methods (the 
chief example being sputter deposition), 
the notable feature is the higher energy of 
the species arriving at the film surface. 
Primarily, this energy is used to modify 
film morphology in Volmer-Weber (that 
is, highly mismatched) film growth and to 
tailor the stress in such films. Convention­
al wisdom notwithstanding, sputter depo­
sition can be used for homo- and hetero-
epitaxy (63) through careful control of 
deposition parameters, indicating that the 
same atomistic mechanisms discussed here 
control the growth. 

Film growth is a complex phenomenon. 
Yet, only a limited number of kinetic mech­
anisms form the atomistic basis for the ini­
tial stages of film growth, no matter what 
the growth mode or the deposition tech­
nique. Here, we have attempted to identify 
and illustrate such mechanisms. 
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