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Materials scientists seek to understand how 
to create new substances. One strateev is to -, 
explore thermodynamic metastability, that 
is, to search for materials seemingly 
unfavored by their higher energy, yet permit- 
ted to exist bv barriers that Drevent a trans- 
formation to lower energy forms. On page 
398 of this issue, Chen et al. ( I  ) report direct 
studies of solid-solid structural phase transi- 
tions in cadmium selenide nanocrystals. 
These results suggest that crystalline high- 
pressure phases may be generally metastable 
at normal (standard) pressure and tempera- 
ture (STP). 

The storv of C n n  demonstrates the im~or -  

STP; 100-pm single crystals have been re- 
covered from high-pressure anvil experi- 
ments. Think what might be possible if we 
could make stishovite as easilv as amor- 
phous silica or quartz. 

Like silica, the semiconductors InP, 
GaAs, GaN, ZnSe, Ge, and Si all exhibit 
tetrahedral sp3 bonding in their thermody- 
namically stable phases at STP. They also 
have a series of denser high-pressure phases, 
in which thev are electricallv either semi- 
conductors of smaller band gap or metals. 
For example, GaAs undergoes a transition 
from zinc blende to the six-coordinate rock- 
salt form near 5 GPa. with a theoretical 

cluster molecules, 2- to 6-nm CdSe 
nanocrystals, and 20- to 50-nm diamond- 
lattice ~i nanocrystals (7). Unlike in the 
5 0 - ~ m  "bulk" GaAs studies, they find just 
one nucleation event per nandcrystal; a 
single crystallite of one phase reversibly 
transforms into a single crystallite of the 
other phase. The entire nanocrystal changes 
shape as well as volume to accommodate 
the underlying unit cell shape and volume 
change. In large Si nanocrystals, this shape 
change has been confirmed by x-ray dif- 
fraction at high pressure. 

Chen et al. now report the first time-re- 
solved direct kinetic studies of this process, 
using defect-free CdSe nanocrystals ( I ) .  
Simple unimolecular first-order kinetics oc- 
cur on a time scale of minutes to hours, after 
a pressure jump. The conversion rate is 
slower for larger nanocrystals; the activation 
energy scales nearly linearly with the number 
of unit cells. This variation is the signature of 
a coherent process, like molecular isomeriza- 
tion, in which all unit cells simultaneously 
fluctuate from one phase to the other. The 
entire nanocrystal is the critical nucleus. 

This coherent fluctuation mechanism "" 
tance of kinktics and synthesis in solid mate- volume contraction of 17% (6). As the was recently proposed and modeled for the 
rials. At room temperature and pressure, the transition occurs, a 50-pm single crystal irre- Si nanocrystal transition from six-coordi- 
Cso phase energetically lies about 0.45 elec- versibly fragments into 5-nm rock-salt do- nate S-tin to the four-coordinate diamond 
tr& volt per carbon i tom above the dia- 
mond and thermodynamically stable graph- 
ite phases of carbon. Yet, C60 is perfectly 
stable at STP. as was intuitivelv clear when 
the beautiful 'closed-shell molecular struc- 
ture was first postulated in molecular beam 
studies (2). Belief in the stability of this 
structure motivated an enormous search over 
5 years for a practical synthesis. An utterly 
unexpected, high-yield aerosol method was 
found (3), which led in turn to the discovery 
of carbon nanotubes in arc electrodes (4). 

Diamond, graphite, and the fullerenes 
are each stable at STP because the chemical 
bonding is strong, directional in space, and 
so different in each phase. These features 
create huge kinetic barriers to bond defor- - 
mation along any direct pathway from one 
phase to another: The c60 aerosdl synthesis 
only succeeds by essentially creating free 
gas-phase carbon atoms, at enormous tem- 
perature and energy cost, and then reassem- 
bling them. There are other examples of 
metastable phases. In quartz, silicon is sp3 
hybridized. At high pressure there are other 
phases, including stishovite, in which sili- 
con has octahedral coordination with six 
oxygen nearest neighbors (5). Stishovite 
has a density about 60% higher and a refrac- 
tive index 30% higher than those of quartz. 
Once made, stishovite is perfectly stable at 
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phase (8). Nanocrystal 
shape is very impor- 
tant because of the 
large change in crystal- 
lographic c/a ratio from 
0.55 inP-tin to 1.414 in 
diamond (see figure). 
To  accommodate this 
distortion, a compact 
P-tin nanocrystal be- 
comes a strongly prolate 
diamond-lattice nano- 
crystal of high surface 
area. This increase in 
surface area contributes 
to a relatively high-ac- 
tivation barrier and a 
half-life of many years . . 

Pathway along the transition from a nearly round silicon nanocrystal for P-tin nanocrystals 
with P-tin structure to one with the prolate diamond-lattice structure. > 2 nm. 
The energy of the structure is plotted against its crystallographic cla The larger asix-coor- 
ratio. The high-activation barrier AE stabilizes the P-tin form. dinate nanocrystal, the 

mains. The structure and physical properties 
change gradually with increasing pressure 
because of internal strain from the incipient 
volume change, unlike what would be ex- 
pected for an ideal first-order phase transi- 
tion. The kinetics are poorly understood. 

Size may be a key experimental variable 
in these questions of mechanism, metasta- 
bility, and facile synthesis. Alivisatos and 
co-workers have studied the pressure-in- 
duced four- to six-coordinate transforma- 
tion (wurtzite to rock salt) in small CdS 

more metastable it is 
against reversion to the four-coordinate 
state. Chen et al. propose that there is a prac- 
tical optimal size for metastability: the larg- 
est size at which the nanocrystal can be pre- 
pared defect-free. In the related and better 
understood solid-solid phase transformations 
of martensitic metals, nucleation is thought 
to be always catalyzed by extended structural 
defects (9), which may be the case in semi- 
conductors as well. How then can single crys- 
tals of the high-pressure phases be made? Al- 
though it is possible at a pressure of several 
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gigapascals, it is hard to prevent reversion 
upon return to STP because of the strain 
generated during pressure release. Excep- 
tions exist: stishovite SiOz (as mentioned), 
ZnO ( lo ) ,  and AlN ( 1  1 ) .  

In normal processing, synthesis occurs di- 
rectly from the elements or free atoms, and 
the temperature is high enough to convert 
amorphous material to crystalline material. 
The thermodynamic phase is invariably ob- 
tained. Perhaps instead one could catalyze 
synthesis of metastable phases under milder 
conditions closer to STP. Catalysis, well de- 
veloped in organic synthesis and biology, re- 
mains primitive in solid materials. Catalysis 
may be involved in two recently reported 
reactions: GaN nanocrystals with the rock- 
salt structure have been made in benzene 
solvent at 280°C and a pressure of about 50 

bar, conditions far below the region of rock- 
salt thermodynamic stability (1 2).  Also, rock- 
salt CdS has been reported in a reaction 
templated on a polyethylene oxide film (1 3). 
The mechanisms are not known. In a manner 
similar to C60, perhaps belief in the metastabil- 
ity of the six-coordinate phases will encourage 
discovery of novel and practical reactions, and 
thus a new area of semiconductor materials. 
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tion with major histocompatibility complex Antigen Presentation by Memory B c~ass~~.Buthowarethesedualrequirements 

Cells: The Sting Is in the Tail to be fulfilled in the face of the changing 
character of the immunoglobulin molecule, 

David Tarlinton 

Immunoglobulins, or antibodies, must bind 
to a vast arrav of foreien molecules and so 

u 

themselves exist in many forms. The se- 
quence in the variable (V) region of immu- 
noglobulin molecules varies enormously, 
conferring virtually unlimited capacity to 
bind antigen. The so-called constant (C) re- 
gion comes in five different varieties-+, 6, 
E, y, and p-providing five different isotypes 
[immunoglobulin A (IgA), IgD, IgE, IgG, 
and IgM], each of which performs a different 
suite of functions. Finally, there are both se- 
creted and membrane-bound forms of the 
immunoglobulins. The membrane-bound 
immunoglobulins are critical in the genera- 
tion of B cell-mediated immune responses, 
participating in both signal transduction and 
antigen processing. Now, three sets of ex- 
periments reported on pages 407, 409, and 
41 2 of this issue (1 -3) and one soon to appear 
in EMBO Journal (4) present new informa- 
tion on how the many membrane-bound 
forms of immunoglobulin control B cell 
function. 

ing factories, or they may give rise to germi- 
nal centers, specialized structures within 
lymphoid organs. Here, successive rounds of 
mutation of the immunoglobulin V region 
genes are followed by expression of the gene 
products on the cell surface and selection of 
the cells on the basis of the affinity of these 
mutated immunoglobulins. Nonselected (ex- 
pressing low-affinity immunoglobulin) cells 
die, whereas selected (with high-affinity im- 
munoglobulin) cells go on to become plasma 
or memory cells. In both pathways of anti- 
gen-induced B cell differentiation, isotype 
switching occurs in which the C region of 
the immunoglobulin heavy chain changes 

An enhanced version of this Perspec- 
tive with links to additional resources is 
available for Science Online subscribers 
at http://www.sciencemag.org/ 

as the joint expression of IgM and IgD 
isotypes on nai've B cells changes to IgA, 
IgG, or IgE isotypes on the mature B cell? 

The answer to this auestion at first aD- 
peared to be quite straightforward. In order 
to be ex~ressed on the B cell surface, most 
immunoglobulins must be associated with 
two other polypeptides, Ig-a and Ig-P (see 
the figure) (5,6). Both Ig-a and Ig-P contain 
a sequence (called ITAM) that can cause 
activation of protein tyrosine kinases, such 
as Syk and Lyn, accounting for the ability of 
isotype-switched B cells to signal in response 
to antigen (7). In addition, the cytoplasmic 
tails of Ig-a and Ig-P are sufficient for the 
internalization of surface proteins and their 
targeting to endosomal compartments for 
processing (8). It had been assumed, there- 
fore, that both signaling and antigen-pro- 
cessing functions served by transmembrane 
immunoglobulins would be dependent on 
these unchanging accessory polypeptides. 
But the new results in this issue and else- 
where (1-4) show that the situation is far 
from being this simple and is therefore cer- 
tain to be of even greater interest. 

In these experiments, the cytoplasmic 
tails of the IgGs and IgE have been manipu- 
lated. Mouse and human IgM and IgD have a 
three-amino acid tail (Lvs-Val-Lvs), that of , . .  

Upon activation by antigen, B cells fol- from the joint expression of IgM and IgD on IgA has an additional' 11 amino acids, and 
low one of two differentiation pathways: nai've B cells to expression of one of the those of the IgGs and IgE are extended by 25 
They may differentiate directly into plasma downstream isotypes: IgG, IgA, or IgE. amino acids (6). The cytoplasmic tails of the 
cells, which are basically antibody-secret- Throughout the differentiation process, IgG subclasses have many amino acids in 

the surface-bound immunoglobulin must common with each other and somewhat 
~erform two functions: signal transduction fewer in common with IgE. 

The author is at The Walter and Eliza Hall Institute Hnd the transport of captuyed antigen to an The function of the conserved portion of 
of Medical Research, Post Office Royal Melbourne 
Hospital, Victorla 3050, Australia endosomal compartment for processing and the IgG2a cytoplasmic tail was investigated 
tarlinton@wehi.edu.au presentation on the cell surface in associa- by Weiser et al. by using site-directed mu- 

374 SCIENCE VOL. 276 18 APRIL 1997 http://www.sciencemag.org 




