size of this region is roughly the length be-
tween the contacts.

Each peak therefore corresponds to reso-
nant tunneling though a coherent molecular
state that extends for up to hundreds of nano-
meters in a localized region within the nano-
tube bundle. Furthermore, the amplitudes of
some isolated peaks approach the theoretical
maximum for single-electron transport of e?/h.
This amplitude is only possible if the barriers
that confine this state at either end are ap-
proximately equal and there is no other sig-
nificant resistance in series with the localized
region. These requirements are consistent
with the barriers being at the contacts be-
tween the metal leads and the rope. It is also
possible that the barriers are within the rope,
in which case the metal-rope contacts must be
almost ideal so as not to reduce the maximum
conductance from e?/h (17). Variation in the
coupling to each lead from level to level can
account for the varying peak sizes apparent in
Fig. 2.

Although the above interpretation ac-
counts for the major features in the data,
many interesting aspects of this system remain
to be explored. First, one would like to estab-
lish absolutely that transport is indeed occur-
ring predominantly along a single tube. Sec-
ond, it should be determined whether all de-
tails of the data can be explained within the
simple CB model discussed above, because
Coulomb interactions may significantly mod-
ify the low-energy states from simple 1D non-
interacting levels (I18). Of great interest
would be measurements of disorder-free tubes,
where the intrinsic conducting properties of
the tube can be measured without the com-
plications of single-electron charging. To ad-
dress these issues, experiments on individual
single-walled tubes are highly desirable, and
progress is being made in this direction (19).
Yet another important experiment would be
to measure directly the intertube coupling by
making separate electrical contact to two ad-
jacent tubes.
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Or‘igin of the High-Frequency Doublet in the
Vibrational Spectrum of Vitreous SiO,

Johannes Sarnthein, Alfredo Pasquarello,” Roberto Car

The vibrational properties of amorphous SiO,, were studied within first-principles density
functional theory. The calculated spectrum is in good agreement with neutron data,
showing, in particular, a double peak in the high-frequency region. This doublet results
from different local modes of the tetrahedral subunits and cannot be ascribed to a
longitudinal-optic-transverse-optic (LO-TO) effect. This solves a long-standing contro-
versy about the origin of the doublet in neutron spectra. A LO-TO splitting is recovered
only when the long-wavelength limit is probed, as in optical experiments. These findings
should be a general feature of tetrahedral AX, amorphous networks.

The high-frequency vibrations in amor-
phous SiO; (a-SiO,), corresponding to Si~O
stretching modes, are responsible for a dou-
ble peak that is clearly distinguishable in
neutron spectra (I, 2). In the same frequen-
cy range, infrared (3-5) and Raman mea-
surements (6-8) show a LO-TO splitting
induced by the long-range nature of the
Coulomb fields that are present in ionic
materials (9, 10). Because the splittings in
neutron and optical spectra are similar, two
different explanations for their occurrence
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have been invoked. The splitting in the
neutron spectrum has alternatively been at-
tributed to two different vibrations of molec-
ular subunits (3, 11-13), with one of them
being optically inactive, or interpreted as a
LO-TO effect related to a single type of
stretching mode (14, 15).

The explanation in terms of a separation
between LO and TO modes arises naturally as
an extension from crystalline SiO,. In «
quartz, at the I' point of the Brillouin zone, a
splitting of about 20 meV between LO and
TO phonon modes is indisputable (16, 17).
De Leeuw and Thorpe showed that the LO-
TO splitting as observed in infrared spectra
(that is, for a long-wavelength excitation)
could be generalized to an amorphous system
(9). However, their model failed to reproduce
the double peak in the vibrational density of
states that is observed with neutron scattering
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(1). In @ quartz, a similar splitting in the
vibrational density of states also appears (18),
but the one-to-one relation of the integrated
areas under the peaks indicates that an expla-
nation based on the LO-TO effect only can-
not be sufficient. Furthermore, comparison
between the spectra of glass and silica poly-
morphs does not support a LO-TO interpre-
tation (I11).

Following a different line of reasoning, Sen
and Thorpe described the vibrational proper-
ties of the amorphous network departing from
the molecular modes of its tetrahedral sub-
units (19). However, because of the rather
large Si—O-Si angle connecting the SiO,, sub-
units in a-SiO,, the molecular modes are ex-
pected to intermix strongly, making it difficult
to predict the actual spectrum in the absence
of a realistic model (19). Nevertheless, the
decomposition into molecular modes has of-
ten been pursued (12, 13, 20).

Despite the accuracy of current first-prin-
ciples approaches in reproducing the vibra-
tional properties of crystalline SiO, (17, 18),
the understanding of such properties of a-SiO,
has remained far less developed. The essential
difficulty in the latter case consists in the
determination of the amorphous structure,
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o
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Fig. 1. Calculated effective density of states G(w)
(solid line) compared to neutron scattering data
from (7) (circles). The calculated G(w) was ob-
tained with the use of the atomic structure factors
bg = 4.149 fm and b, = 5.803 fm (29) and is
convoluted with a Gaussian of width o = 2.5 meV.

Fig. 2. (A) Effective den- 16 —r—1——

which is an essential prerequisite to the cal-
culation of the vibrational spectrum. The vi-
brational spectra of a-SiO, obtained with the
use of different empirical potentials (9, 21,
22) differ significantly from each other and
from experimental results, although refined
models can be in good agreement with exper-
imental results (12, 13). To avoid the depen-
dence on empirical parameters, we use here a
first-principle scheme.

We studied the vibrational properties of
a-SiO, within the local density approxima-
tion to density functional theory. We adopted
a model structure previously obtained (23)
with a quench from the melt using first-prin-
ciples molecular dynamics (24, 25). This
structure consists of n = 72 atoms whose
atomic positions were fully relaxed at the
experimental density (2.20 g/em?), in a peri-
odically repeated cubic cell. Only valence
electrons were explicitly considered; pseudo-
potentials were used to account for core-va-
lence interactions. A plane-wave basis set was
used for both the electronic wave functions
and charge density (26).

The second derivatives of the total energy
with respect to atomic displacements were
calculated numerically by taking finite differ-
ences of the atomic forces. The vibrational
frequencies and their corresponding eigen-
modes were obtained by diagonalization of the
resulting dynamic matrix. From these quanti-
ties, the dynamic structure factor S(q, ®) as a
function of wave vector q and frequency ®
and the neutron effective density of states
G(w) could then be derived (1, 22). Compar-
ison of the calculated G(w) with the one
obtained by inelastic neutron scattering (1)
(Fig. 1) shows that the agreement between
theory and experiment is remarkably good:
All the features as well as the relative heights
of the peaks are matched by our calculation.
Notice in particular that the splitting in the
Si-O stretching modes is well reproduced.

In order to distinguish between longitu-
dinal and transverse modes, we define Gy(w)
and G | (w) similarly to G(w) but weighted
according to the projections of the eigen-

modes onto parallel and orthogonal direc-
tions, respectively, with respect to q. G”(co)
and G | () resemble G(w), both showing a
doublet for the Si~O stretching modes (Fig.
2A). This result arises because the distinc-
tion between parallel and orthogonal direc-
tions vanishes in the limit of large q and
because of the predominant weight of these
q’s in the definition of G”(w) and G (w).
Thus, the LO-TO effect is definitely ruled
out as a possible explanation for the doublet
in the inelastic neutron spectrum.

For every SiO, tetrahedral subunit, the
four Si~O stretching modes can be trans-
formed into symmetry-adapted combinations
belonging to the symmetry group T, giving
rise to a nondegenerate representation A, and
to a threefold degenerate representation T,.
The A, mode corresponds to an in-phase
motion of all the oxygen atoms toward the
central Si atom. In the T, modes, two oxygen
atoms move closer to the central Si atom
while the other two move away. To keep the
center of mass immobile, the Si atom does not
move in the A, mode but participates to the
T, modes. Considering the total density of
states Z(w) and its projection onto the A; and
T, representations (Fig. 2B), the origin of the
doublet in the Si-O modes appears to be
associated with the different representations
of the tetrahedral subunits, in agreement with
previous calculations (12, 13). The T,
modes dominate the low-frequency side of
the doublet, whereas the contribution of
the A, modes is peaked on the high-fre-
quency side of the doublet. The stretching
modes completely account for all the modes
of Z(w) with @ > 90 meV; in particular, the
peak at 100 meV is mostly T, and corre-
sponds to the motion of the Si atom in
response to the Si~O stretching.

In order to clarify the relation between the
splitting in the effective density of states G(w)
and the LO-TO splitting appearing in infrared
absorption spectra, we now consider the gen-
eralized density of states G(q, w) ~ ®S(q,
)/¢* in the long-wavelength limit (27). By
consideration of projections of the eigen-

sity of states G(w) (dotted A
line) and its components
G (w) (solid line) and
G(w) (dashed line) result-
ing from a projection on
vibrational modes per-
pendicular and parallel to
q. (B) Total density of
states Z(w) (solid line) and
its projection on symme-
try-adapted modes of the
SO, tetrahedra A,
(dashed line) and T,

-
o
T

G(w) (states/eV)

—_
o
T

Z(w) (states/eV)

o
T

M N

(dash-dotted line).
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Fig. 3. Generalized density of states G(q, w) in the
limit @ — O for longitudinal and transverse excita-
tions (solid lines). The LO and TO infrared absorp-
tion spectra (dashed lines) from (3) are shown for a
qualitative comparison (in arbitrary units and on a
semilogarithmic scale to enhance the structure in
the shoulders).

modes parallel and orthogonal to the direc-
tion of q, a longitudinal and a transverse limit,
respectively, were obtained (Fig. 3). The ap-
pearance of a well-defined splitting related to
a LO-TO effect is now apparent. A qualitative
comparison with the infrared absorption spec-
tra measured by Kirk (3) shows good agree-
ment: The position of the peaks as well as the
structure in the wings are very similar in the
theoretical and experimental spectra. Note, in
particular, that the peak in the calculated
longitudinal spectrum appears at higher fre-
quencies than does the upper peak in the total
density of states, in agreement with the posi-
tion of the LO peak in infrared (3) and hyper-
Raman (28) spectra as compared with the
position of the upper peak in mneutron
spectra (1). The structure of the peaks can
be further analyzed by considering the same
long wavelength limit for the A, and T,
projected modes. This reveals that the
transverse spectrum originates almost ex-
clusively from T, modes, with a vanishingly
small contribution from A; modes. On the
other hand, both modes contribute to the
longitudinal spectrum; the A; mode con-
tributes only to the principal peak, whereas
the T, mode contributes both to the
principal peak and to the wing at lower
frequencies.

This first-principles study of the vibra-
tional properties of a-SiO, provides a com-
prehensive understanding of the origin of
the high-frequency doublet appearing in
inelastic neutron scattering and its rela-
tion with infrared measurements. We ex-
pect that such detailed studies will play an
important role in the assignment of other
unidentified features in the vibrational
spectra of amorphous systems.
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Signaling by Phosphoinositide-3,4,5-
Trisphosphate Through Proteins Containing
Pleckstrin and Sec7 Homology Domains

Jes K. Klarlund, Adilson Guilherme, John J. Holik,
Joseph V. Virbasius, Anil Chawla, Michael P. Czech*

Signal transmission by many cell surface receptors results in the activation of phos-
phoinositide (Pl) 3-kinases that phosphorylate the 3’ position of polyphosphoinositides.
From a screen for mouse proteins that bind phosphoinositides, the protein GRP1
was identified. GRP1 binds phosphatidylinositol-3,4,5-trisphosphate [PtdIns(3,4,5)P,]
through a pleckstrin homology (PH) domain and displays a region of high sequence
similarity to the yeast Sec7 protein. The PH domain of the closely related protein
cytohesin-1, which, through its Sec7 homology domain, regulates integrin B2 and
catalyzes guanine nucleotide exchange of the small guanine nucleotide-binding pro-
tein ARF1, was also found to specifically bind Ptdins(3,4,5)P,. GRP1 and cytohesin-1
appear to connect receptor-activated Pl 3-kinase signaling pathways with proteins
that mediate biological responses such as cell adhesion and membrane trafficking.

Cellular 3-phosphoinositides are generated
through the actions of a family of PI 3-kinases
and appear to have regulatory roles in multi-
ple cell functions. In yeast the Vps34 gene
product, a PI 3-kinase with substrate specific-
ity restricted to phosphatidylinositol (PtdIns),
is required for correct sorting of carboxypep-
tidase Y to the vacuole (I). In mammalian
cells three classes of PI 3-kinases have been
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identified in addition to a Vps34 homolog
(2). These include p110 isoforms regulated by
p85 subunits containing SRC homology 2
(SH2) domains (3), a p110y PI 3-kinase reg-
ulated by heterotrimeric guanine nucleotide—
binding proteins (4), and a PI 3-kinase con-
taining a homology domain (C2 domain)
thought to bind membrane lipids (5). The
p85-p110 and pl110y type PI 3-kinases that
are specifically activated by receptor signaling
systems exhibit broad substrate specificities,
and their activation leads to rapid phospho-
rylation of the inositol D-3 positions on Ptd-
Ins, PtdIns-4-phosphate [PtdIns(4)P], and
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