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structural arrangement as the basic unit of
ice VI, for which Ry o is 2.81 A (28).

Finally, we used the induction model to
calculate the monomer dipoles in a collection
of 160 water molecules arranged into the lat-
tice structure of ice I, which is currently
beyond high-quality ab initio calculations.
We obtained an average monomer dipole of
2.76 D for this model of ice I}, compared with
a value of 2.70 D calculated for the cyclic
hexamer. The effective dipole moment of a
water monomer in liquid water at 0°C is 2.4 to
2.6 D and should increase when the material
becomes supercooled (29).

The close agreement achieved between
the ab initio dipole moment enhancements
and those computed from the induction
model, together with the good agreement of
the calculated vibrationally averaged ., for
the cage hexamer with experiment, confirm
the accuracy of the simple induction model
for describing the dipole moments of water
clusters. Our findings should facilitate the
development of refined molecular models
for liquid water. Furthermore, the close re-
semblance of the properties of the water
hexamer with those of the condensed phas-
es may indicate that the dominant interac-
tions that occur in condensed-phase envi-
ronments are reasonably well represented in
even this small cluster.
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On the Quantum Nature of the Shared Proton
in Hydrogen Bonds

Mark E. Tuckerman, Dominik Marx,Mich’ael L. Klein,
Michele Parrinello

The relative influence of thermal and quantum fluctuations on the proton transfer prop-
erties of the charged water complexes H;O, " and H;0,~ was investigated with the use
of ab initio techniques. These small systems can be considered as prototypical repre-
sentatives of strong and intermediate-strength hydrogen bonds. The shared proton in
the strongly hydrogen bonded H;O,* behaved in an essentially classical manner,
whereas in the H;0,~ low-barrier hydrogen bond, quantum zero-point motion played
a crucial role even at room temperature. This behavior can be traced back to a small
difference in the oxygen-oxygen separation and hence to the strength of the hydrogen

bond.

Proton transfer through a hydrogen bond is
a ubiquitous phenomenon, influencing dy-
namical behavior in a wide variety of sys-
tems ranging from materials science to bio-
chemistry. For example, charge-conducting
“water wires” (1) are crucial in the function
of membrane protein channels (2), and the
photosynthetic reaction center utilizes pro-
ton transduction in one of its fundamental
steps (3). The strength and symmetry of the
hydrogen bond are key properties that are
often qualitatively correlated with its aver-
age length (4). Indeed, many living systems
modulate the strength of hydrogen bonds
(5, 6) and even promote hydrogen tunnel-
ing (7) to affect processes like enzyme ca-
talysis. Despite its widespread importance,
the quantum character of proton transfer
has not been satisfactorily elucidated. This
deficiency persisted because of the com-
plexity of treating the thermal and quantum
fluctuations of many atoms in conjunction
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with a highly accurate description of both
the strong and weak interactions (8). Ac-
cordingly, the focus has been on assessing
zero-temperature quantum effects in simple
model systems that often have a severely
reduced dimensionality. Despite these re-
strictions, considerable knowledge has been
accumulated (9).

In this report ab initio techniques are
used to explore the quantum character of
the shared proton in the hydrogen-bonded
complexes H;O,* and H;O, ™ at room tem-
perature. These complexes can be consid-
ered as prototypes of strong and intermedi-
ate-strength hydrogen bonds. Research on
weakly bound aggregates like small neutral
(10) or charged (11) water complexes has
recently matured as a result of experimental
progress. Generally, experimental and the-
oretical studies have focused more on
H.O,* than on H;0, ™. Quantum chemical
calculations at the Hartree-Fock level pre-
dict asymmetric bonding with one covalent
OH bond as the most stable configuration
for HiO,", suggesting that the proton
moves on a potential with a double-well
structure. This configuration corresponds

schematically to [H,O-H*+OH,]* and
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[H,O-~H*-OH,]*, where H* denotes the
shared proton in the hydrogen bond. More
accurate (correlated) calculations, however,
predict a minimum energy structure
[H,O-~H*-+OH,]* with a centrosymmetric
shared proton (~1.2 A from each oxygen
atom) in a nearly linear O--H*-O arrange-
ment (12). At this OO distance, the pro-
ton moves on a steep potential with a single
minimum, suggesting an essentially classical
nature for the H;O,* complex at room
temperature. Our previous work (13) on the
solvation of a hydronium ion in bulk water
supports the classical picture of a single-
minimum potential. When the hydronium-
water OO distance decreased to less than
2.5 A, the proton migrated to the center of
the hydrogen bond, thus forming the
H;O," complex in about half of all config-
urations sampled. Nevertheless, it has been
argued that quantum effects are of overrid-
ing importance in such situations (14).

There have been considerably fewer
studies of the H;O,” complex. Accurate
quantum chemical calculations (15, 16)
suggest that the minimum geometry is not
centrosymmetric, as for H;O,*, but rather
that the shared proton has one covalent
OH bond forming an asymmetric [HO-
H--OH]~ complex. At zero temperature, it
appears that the bond symmetrization bar-
rier is extremely small, =1 kcal/mol (16).
The OO distance is ~2.5 A, and thus, the
existence of a small barrier in the bare
potential correlates well with the notion
that such a “low-barrier hydrogen bond” (5)
can be characterized as being of intermedi-
ate strength. There is some speculation (16)
that the lowest vibrational state might lie
above the barrier.

The foregoing discussion makes clear the
necessity of using an accurate electronic
structure theory to ensure a reliably accu-
rate representation of the hydrogen-bonded
complexes (17). Our methodology (18)
constitutes a somewhat nontraditional ap-
proach to the study of small clusters and
molecules (19). In order to sample both
thermal and quantum fluctuations of many
coupled degrees of freedom simultaneously
in a nonperturbative manner, we carried
out numerical simulations based on Feyn-
man’s path integral formulation of quantum
statistical mechanics (20). The calculations
do not require an a priori determined model
interaction potential. Rather, the internu-
clear forces for each configuration of quan-
tum nuclei on the ground-state electronic
surface are calculated from first principles in
a manner analogous to the standard Car-
Parrinello scheme (21). This approach in-
cludes full internuclear anharmonicity as
well as ro-vibrational excitations and cou-
pling, permitting the treatment of intricate
chemical problems (19, 22). Each path in-
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tegral simulation is accompanied by an
equivalent calculation in which the nuclei
are treated as classical point particles, al-
lowing pure thermal fluctuations to be stud-
ied independent of quantum fluctuations.

The spatial distribution function of the
shared proton is of key interest. As a means
of conveying a sense of this multidimen-
sional quantity, a series of representative
configurations of the two complexes, taken
from the trajectories, is superimposed on
one another in Fig. 1. There is a striking
similarity between the classical (Fig. 1A)
and quantum (Fig. 1B) H;O," simulations
at room temperature. In both cases, the
shared proton resides preferentially midway
between the two oxygen atoms, the quan-
tum proton being only slightly more de-
localized. This visual impression can be
quantified by correlating the location of the
shared proton with the relative positions of
the oxygen atoms. The projected distribu-
tion functions (Fig. 2, A and B) confirm
quantitatively (23) what is expected on the
basis of Fig. 1.

Unlike H;O,", the classical picture of
the H;O,” complex changes even on a
qualitative level once nuclear quantum ef-
fects are included (Fig. 1, C and D) (24).
Classically, the configurations show a clus-
tering of the shared proton at positions
within a covalent OH bond distance from
the two oxygen atoms, leading to a reduc-
tion in density near the midpoint (Fig. 1C).

This reduction is indicative of an effective
potential with a double well at 300 K. The
quantum simulation (Fig. 1D), on the other

‘hand, shows a clustering in the center along

the OO bond, similar to that for the
H;O,* complex (Fig. 1B). The classical
(Fig. 2C) and quantum (Fig. 2D) distribu-
tions confirm what is expected on the basis
of Fig. 1: Quantum effects wash out the
double peak structure. The quantum nature
of the H;O,™ complex can be seen most
dramatically in the free-energy profile (Fig.
3). In contrast to the double-well character
exhibited by the classical profile, the quan-
tum case reinforces the notion of a single-
well effective potential at room temperature
with a centrosymmetric distribution of the
shared proton. Thus, the vibrational ground
state of the shared proton likely lies above
the barrier, with little or no contribution
from tunneling at room temperature.

The findings obtained by simulating
these relatively simple systems show that
the degree to which the shared proton in
OH*O-type hydrogen bonds exhibits a pro-
nounced quantum character at room tem-
perature depends strongly on the distance
between its two closest oxygen atoms, and
thus on the strength of the bond. It has
been demonstrated that H;O,* behaves in
an essentially classical manner at 300 K,
whereas H;O, ™ exhibits pronounced nucle-
ar quantum effects. The free-energy profile
(Fig. 3) confirms the behavior often postu-

Fig. 1. Representative configurations from molecular dynamics runs at 300 K superimposed on each
other for (A) classical (CL) H;O,*, (B) quantum (QM) HgO,*, (C) classical H;0,~, and (D) quantum
H,0,~. All particles of every (replica) configuration were rotated on a common space-fixed axis defined
by the OO vector for one particular configuration. The red and blue spheres denote oxygen and

hydrogen atoms, respectively.
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lated for intermediate strength low-barrier
hydrogen bonds (5). These findings are in
qualitative agreement with experiments
(25), which show that the kinetic H-D
isotope effect for proton transfer between

15
O'% (&

Fig. 2. Distribution functions P(R, v) as computed from molecular dynamics simulations at 300 K for
(A) classical H;O,*, (B) quantum HZO,*, (C) classical H;0,™, and (D) quantum H;O,~ with peak

H,O and OH™ is considerably larger than
that between H,O and H;O*. These iso-
lated complexes cannot be regarded as
approaching the bulk solvation limit nor
as capturing the polarization effects in a

2 Hy Oy QM

0.0 ;3
3215 v(R)

positions (Roe, v) in angstroms around (A) (2.40, 0.00), (B) (2.45, 0.00), (C) (2.57, £0.46), and (D) (2.51,
0.00). All distributions are normalized to unity, shown on the same scale, and smoothed for presentation,
and the contour heights (in arbitrary units) are identical in all panels. R, represents the oxygen-oxygen
distance, and v = rg . — o IS the asymmetric stretch coordinate obtained from the two oxygen-
shared hydrogen distances rg, ;. and ro, ;.. The three-body system O,H*O,, is confocal elliptic with

respect to the O,-O, axis, that is, Ry and v are the associated generalized coordinates that extract a
meaningful two-dimensional representation. The unimodal nature of the quantum proton distribution for
H;0,~ (D) correlates with a shortening of the average O-O distance; this value decreases from 2.57 A

classically to 2.54 Ain the quantum case (24).

Fig. 3. Effective free-energy profile along the pro-
ton transfer coordinate v obtained from AF(v) =
—kgT In[[dRooP(Roo, v)] for quantum and classi-
cal H,0,~ at T = 300 K (kg is Boltzmann’s con-
stant). The quantum free-energy curve is generat-
ed using the distribution function of the path cen-
troid coordinate, and the energy scale is set by the
minima of AF(v). The classical free-energy curve
displays a small but nonvanishing barrier to proton
transfer of about 1.6 kcal/mol at 300 K. The bare
potential, obtained from constrained geometry
optimization, exhibits a considerably lower barrier
of ~0.14 kecal/mol, which corresponds to the ze-
ro-temperature limit in classical terms. The differ-
ence between the zero- and finite-temperature
barriers can be rationalized by the increased av-
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erage O-O distance due to thermal ro-vibrational excitations in the classical case at 300 K (24).
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dielectric medium. Nevertheless, one is
led to speculate on the basis of our results
that the importance of nuclear quantum
effects in many proton transfer problems
can be predicted qualitatively once the
distribution of the distances between the
donor and acceptor atoms that share the
proton is known. In particular, our results
suggest that OH™ should prove to be the
more promising species from the point of
view of quantum phenomena, and we
hope that this report will inspire further
experimental investigation into such fas-
cinating systems.
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Direct Measurement of a Tethered
Ligand-Receptor Interaction Potential

Joyce Y. Wong,* Tonya L. Kuhl, Jacob N. Israelachvili,
Nasreen Mullah, Samuel Zalipsky

Many biological recognition interactions involve ligands and receptors that are tethered
rather than rigidly bound on a cell surface. A surface forces apparatus was used to
directly measure the force-distance interaction between a polymer-tethered ligand and
its receptor. At separations near the fully extended tether length, the ligands rapidly lock
onto their binding sites, pulling the ligand and receptor together. The measured inter-
action potential and its dynamics can be modeled with standard theories of polymer and

colloidal interactions.

In many biological systems, ligands are at-
tached to the ends of flexible or semiflexible
tether groups rather than fixed or immobilized
on a surface or macromolecule. In many sys-
tems designed for selective targeting, flexible
tethers are used. For example, in sterically
stabilized liposomes (1), a fraction of the
lipid head groups of a liposome are modified
with a poly(ethylene glycol) (PEG) chain
that has a targeting moiety attached at the
extremity. The presence of the PEG chain
increases the in vivo circulation time (2)
essentially by steric stabilization (3),
whereas the targeting moiety provides spec-
ificity. It is not known, however, how the
presence of a flexible tether—which nor-
mally would be in a coiled state—alters the
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ligand-receptor interaction potential.

We have directly measured the interac-
tion potential between a tethered ligand
and its receptor. We chose the well-charac-
terized receptor-ligand system of streptavi-
din-biotin. After immobilizing streptavidin
on a supported lipid bilayer (4), we mea-
sured the interaction force-distance (F-D)
profile with an opposing supported bilayer
surface containing biotin tethered to the
distal end of lipid-PEG (henceforth, PEG-
biotin) (5) (Fig. 1) using the surface forces
apparatus technique (6).

The effect of the PEG tether on the
streptavidin-biotin interaction force profile is
shown in Fig. 2, with a schematic representa-
tion in Fig. 3. As expected, we observed a
weakly repulsive electrostatic “double-layer”
force at large separations arising from the net
negative charge on both the PEG-biotin and
streptavidin surfaces (Fig. 3A and inset to Fig.
2). The magnitude and range of the repulsive
electrostatic interaction can be fitted by stan-
dard theory based on the Poisson-Boltzmann

script “min” specifies the structure at the minimum of
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statistical averages (first moments of distributions) at
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equation and values for the potential of biotin
(=55 mV) and streptavidin (=51 mV) (4).
The interaction of the tethered biotin-strepta-
vidin system is quite different from that of the
untethered system. When the ligand and re-
ceptor are both rigidly bound to their respec-
tive surfaces, the ligand-receptor interaction is
intrinsically of very short range (<5 A) (Fig.
2, solid curve). Conversely, with the ligand
attached to the end of a free polymer-like
chain, there is a large attractive force (7)
whose range corresponds directly with the
fully extended length of the PEG chain with
its biotin group, L ~ 160 A (Fig. 2, point B,
and Fig. 3B). This observation leads us to
conclude that the end of the polymer chain
freely samples all distances up to full exten-
sion, but, when the terminal ligand comes
within 5 A of its streptavidin binding site, the
specific, short-range interaction locks in. The
resulting tension in the almost fully extended
polymer chain then pulls the surfaces together
(Fig. 3, B> C). :

With respect to the dynamic aspects of
this kind of binding interaction, theories of
end-grafted polymer chains have predicted
that the free chain ends are, on average,
located at a distance of 0.7Rp from the
anchoring surface, where R = 35 A is the
Flory radius for a PEG-2000 tether (Fig. 1).
However, the chain can experience a fluc-
tuation that will allow it to explore all
possible configurations, including near-full

. extension. For a particle diffusing in an

external potential, E__ (D), the typical ex-
ploration time, T, is given by

(D) = 70 exp[Ee(D)KT] (1)

where k is the Boltzmann constant and T is
temperature (their product being the ther-
mal energy). If the intrinsic relaxation rate of
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