
mational rearrangements are also part of 
the insertion pathway of a hemolysin (1 ), 
and the structure supports this view. Bind- 
ing of the soluble protein to the membrane 
may result in the exposure of previously 
buried hydrophobic regions that could pro- 
mote interaction with and insertion across 
the bilayer. 

The role of the bilayer in this process is 
clearly important, but difficult to address 
experimentally. Occupancy of bilayer sur- 
face area by intermediates making hydro- 
~hob ic  contact with the h i d  bilaver is 
iikely to produce distortions-of the b:llayer 
structure: 10 amino acids in a B strand at the 
bilayer s&ace will occupy mbre space than 
the surface area of a typical lipid. Because 
the area per lipid molecule in a bilayer tends 
to be conserved (12), spreading the lipid 

headgroups at the hrface of a lipid bilayer 
may cause the bilayer to thin locally, distort- 
ing the bilayer profile from its equilibrium 
position. Such effects, multiplied by protein 
oligomeric association, for example, could 
destabilize the bilayer and promote a relax- 
ation to a state in which both the transmem- 
brane form of a protein and of the bilayer 
have lower energy. 

Understanding the energetics and possible 
intermediates of these spontaneous insertion 
processes can lead to important develop- 
ments in our concepts of how membrane pro- 
teins may have arisen during evolution, how 
some membrane proteins are placed in posi- 
tion biosynthetically, and how membrane 
protein folding may proceed. Practical re- 
sults may also ensue: study of transmembrane 
phenomena may lead to better drug delivery. 
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tion of ZENK expression in NCM was espe PlasticityofaDifferentFeather? ciallysdi,becam,withinthesongsys 
tem itself, the gene was resolutely resistant to 

Allison J. Doupe activation by song playback, despite the 
presence of welldescribed song-responsive 
auditory neurons in those areas. Moreover, 
ZENK was much more strongly induced by 
songs of conspecific birds than by songs of 

Neuroscientists are keenly interested in un- other species (heterospecifics). Thus, induc- 
derstanding the n e d  mechanisms underly- 
ing learning and memory. On page 1909 of 

- tion of ZEM( correlated with the bio- 
logical relevance of the auditory 

this issue, Chew et al. (1 ) describe an intrigu- stimuli. In addition, repeated pre- 
ing form of experience-dependent neural L sentation of a song would result in 
plasticity in songbirds, with some astonish- I this song being ineffective at in- 
ing new twists: when a bid repeatedly hears ducing ZENK for at least 24 hours, 
a song, the response of certain neurons to this although a novel song could still 
song progressively decreases and then recov- trigger a full ZENK induction (3). 
ers mly at one of six fixed, "quantal" times. Using neurophysiological recordings, 
The duration of the decrease in neural re- Chew and colleagues then demonstrated 
sponse depends on the nature of the initial that NCM neurons have strong and rela- 
auditory experience and on the occurrence tively unselective responses to a variety of 
of episodes of protein synthesis at approxi- auditory stimuli, including both conspecific 
mately the same futed intervals. This phe- C and hetempecific songs. As with ZENK in- 
nomenon is quite surprising, which makes it Syrinx duction, repeared presentations of the same 
all the more important to find out whether it stimulus led to a gradual and long-lasting 

The songbird braln. In this schematic cross 
exists in other brain systems and in other section, the traditionally defined song system is decre,ase of multi-unit and single-unit neu- 
animal species. Even more critical is whether shown in black; these discrete brain areas form ronal responses; similar results have been 
the decreased neural respoflse and its wan- a network of neurons required for song learning reported by Stripling and co-work= (4). 
tized recovery underlie behavioral learning and production. NCM is one of a number of Chew et al. termed this decrease in neural 
and forgetting. Songbirds are a particularly high-level auditory areas (shown in red) that in- responsiveness "habituation," a term bor. 
useful system for tackling this behavioral directly Project tothe song system. rowed from behavioral studies of response 
question, because they learn and remember decrements (3, and showed that habitua- 
for many months the songs of their own spe- neostriatum (NCM), a high-level auditory tion was specific for each song presented, 
cies (conspecific songs), both during juve- area in the brain of songbirds. NCM is not even for very similar stimuli such as forward 
nile life in order to sing them and as adults to part of the "song system" known to be re- and reversed versions of the same song. 
identlfy other individual birds. quired for song learning and production (see The nemnal  habituation in NCM maj 

The neuronal plasticity that Chew and figure), but is one indirect source of the song be most analogous to the loss of neural re. 
colleagues observe occurs in the caudomedial system's auditory inputs. Earlier work on sponsiveness to repeated visual stimuli d e  

gene expression from the Nottebohm labora- scribed in primate inferotemporal (IT) cor. 
tory showed that the immediate-early gene tex (6) ,  and, like that adaptation, raises in 

  he author is in the ~ e c k  Center for Integrative Neure zENK was induced in &is area in both male teresting questions about the 
science and the Departments of Psychiatry and Physi- 
ology, university of carfomia, sari Francisco, CA and female songbirds when they were pre- mechanisms. For instance, does the habitua 
94143, USA. E-mail: ajd@phy.ucsf.edu sented with songs (2). The auditory induc- tion of the multi-unit response to multipk 
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different sones reflect seDarate habituation of - 
individual neurons in a population to each of 
the stimuli, or can single neurons habituate 
to multiple songs? And if the latter, to how 
many songs? Does the response adaptation 
reflect the habituation of other neurons in 
the auditory pathway? A n  advantage of 
studying adaptation to complex auditory 
stimuli such as song is that the stimuli have " 

prominent temporal features, which can be 
easily manipulated to ask mechanistic ques- 
tions. For example, do neurons habituate to 
the seauence of notes in a song as a whole, or - 
does a portion of a habituated song or a song 
playe,d out of order show the same dimin- 
ished response? The answers to questions like 
these will make predictions about where and 
how synapses must be changing and will pro- 
vide general insights into neuronal informa- 
tion processing. 

The most surprising properties of NCM 
habituation emerged in the present study 
(1 ). In this work, the authors studied recov- 
ery from habituation by exposing birds to 
auditory stimuli at one time ,and then mea- 
suring the rate of neural habituation to the 
same stimuli in a single recording session at 
some later 'time. Sones that were familiar - 
induced little decrease in neuronal response, 
whereas novel songs, or songs that had appar- 
ently become unfamiliar, induced rapid ha- 
bituation. The  rate of habituation, therefore. 
was used as an indirect measure ofhow much 
recoverv from habituation had occurred. In 
agreemint with other studies of neuronal 
plasticity and of memory across species rang- 
ing from flies and snails to humans (7, 8), 
Chew et  al. found that habituation lasted 
longer when stimuli had been presented 
more often or at longer interstimulus inter- - 
vals during the initial exposure. Most unex- 
pectedly, however, recovery from habitua- 
tion was not a continuous function, but oc- 
curred episodically, during only one or an- 
other of several narrow windows of time- 
depending on the nature of the initial expe- 
rience, at 2 to 3 , 6  to 7, 14 to 15, 17 to 19,46 
to 48, or 85 to 89 hours after first exposure to 
a stimulus. Even when stimulus parameters 
such as interstimulus interval or number of 
repetitions were altered gradually, the dura- 
tion of habituation did not change continu- 
ously but instead showed stepwise change, 
always returning to the baseline rate of ha- 
bituation during only one of the six recovery 
intervals. The authors termed this striking 
discontinuous decay of habituation "quan- 
tal." Different classes of auditory stimuli- 
such as conspecific song, heterospecific song, 
and human speech-also elicited habitua- 
tion that recovered at one of these same fixed 
times, with the longest lasting habituation 
coming from the most biologically relevant 
stimulus, conspecific song, and the shortest 
from heterospecific stimuli. 

The authors interpret their data as re- 
flecting quantal duration of the habituated 
neural response. But what is quantal in 
length may be the resistance to further ha- 
bituation. rather than the actual decrease in 
neural response. The authors calculate ha- 
bituation rates from song responses normal- 
ized to the response to the first presentation 
of that song during testing; thus, information 
about the absolute magnitude of responses is 
overlooked. Neural resDonses at sites in NCM 
might actually be recovering gradually, but if 
the resDonse of those neurons did not de- 
crease when tested for habituation, the nor- 
malized habituation rate would not show anv 
change, regardless of real response rates. 

How general is the quantal process de- 
scribed here? T o  date, no  other studies of 
neuronal adaptation or of memory, across 
numerous species, have suggested stepwise 
rather than gradual decay (7). In particular, 
careful investigations of human forgetting, 
over minutes to years, with manipulations of 
stimulus number and interstimulus interval 
analogous to those of Chew et  al., show expo- 
nential decav of memorv with no  hint of 
quantization (8). The clever experimental 
design of this songbird study, which made it 
possible to span a large number of stimulus 
Darameters and durations of habituation in a 
single animal, may have provided, a critical 
advantage for observing quantized phenom- 
ena. It is important to remember, however, 
that the passive neuronal habituation being 
measured in the songbirds is quite different 
from active recall of words and numbers, and 
that the properties of plasticity and memory 
are notoriously dependent on the induction 
protocols and tasks being studied. 

Chew and colleagues also tackled the 
classical question of the dependence of this 
long-lasting neural change on protein and 
RNA synthesis. They exposed songbirds to 
stimuli previously shown to elicit 48 or 89 
hours of habituation and then injected pro- 
tein or RNA svnthesis inhibitors at various 
intervals after ixposure. Their initial results 
were again in line with observations on the 
initial consolidation of neural plasticity or 
long-term memory in other systems (9): in- 
hibition of protein or RNA synthesis around 
the time of exposure eliminated subsequent 
long-term habituation. Inhibition at 6 to 7 
hours after exposure, a period critical in some 
rat and chick memory systems (1 O), similarly 
eliminated habituation. Astonishingly, in- 
jection of synthesis inhibitors during periods 
14 to 15,17 to 18,33 to 38, or 44 to 48 hours 
after induction of habituation also led to loss 
of habituation, but injections outside these 
periods did not. All of these sensitive periods 
(except the puzzling 33 to 38 hour time win- 
dow) correspond to the quantal times when 
the habituation rate would spontaneously 
recover, suggesting that discrete sequential 

periods of RNA and protein synthesis may 
be required for maintenance of long-lasting 
neuronal habituation. This possibility raises 
fascinating questions about what mecha- 
nisms could trigger and regulate a neural 
process like this and how it relates to long- 
term memorv. 

A dependence of retention on so many 
periods of macromolecular synthesis has not 
been described in other plasticity systems, 
although memory, initially thought to be 
graded, is now known to consist of several 
phases, and at least two important waves of 
protein synthesis exist (1 1 ). Could a require- 
ment for additional phases of protein synthe- 
sis have been missed in other animals? Gen- 
erally, studies in many systems have shown 
that continuous blockade of protein synthe- 
sis from 2 to 20 hours does not affect lone- - 
term memories, facilitation, or habituation 
(9). This procedure should reveal any depen- 
dence of plasticity on later phases of synthe- 
sis, but perhaps continuous synthesis block- 
ade in some way prevents the dependence of 
memory on later phases, just as blocking pro- 
tein synthesis can prevent cell death induced 
by withdrawal of growth factors. It would be 
straightforward to test in NCM whether con- 
tinuous blockade of protein or RNA synthe- 
sis had the same effects on habituation as the 
short-lived injections of synthesis inhibitors 
used bv Chew et  al. (1 ). . . 

A crucial question remains. Although the 
authors call the neuronal habituation and 
recovery that they observe "learning" and 
"forgetting," they also point out that there is 
no evidence that the birds remember and 
forget these stimuli in their experiments. 
Psychophysical experiments and investiga- 
tion of neuronal habituation in the context 
of behavior will be an important next step. 
Ideally, these birds could be tested for recog- 
nition and retention of the auditory stimuli, 
but even simple behavioral accompaniments 
of the neural habituation, such as changes in 
heart rate, would be informative. Simulta- 
neous study of behavior and neurons is cru- 
cial to  the interpretation of neural phenom- 
ena. For example, studies of visual adapta- 
tion in IT cortex of behaving monkeys 
showed that the decrease in neuronal re- 
sponse simply reflected stimulus repetition 
regardless of task relevance and differenti- 
ated it from the response enhancement ob- 
served in an  active memory task (1 2); more- 
over, experiments using two different neural 
pathways to a single recording site in IT dem- 
onstrated that the habituation of single units 
could be dissociated from behavioral famil- 
iarity (13). The experiments to test for the 
behavioral relevance of neural habituation 
of NCM in songbirds will be well worth the 
effort: learning of song is a critical natural 
task for all songbirds, and the many different 
durations of habituation seen in these ex- 
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periments should allow numerous tests of the (1995); S. J. Chew, D. S. Vicario, F. Nottebohm, 

relation between neural properties and ibid. 93, 1950 (1996); R. Stripling, S. F. Volman, D 
F. Clayton, Soc. Neurosci. Abstr 20, 165 (1994); 

learning, from the behavioral to the molecu- ibid. 21,959 (1995). 
lar levels. 
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I CONDENSED MATTER PHYSICS I 
The Metal-Insulator Transition in 
Correlated Disordered Systems 

Elihu Abrahams and Gabriel Kotliar 

M o s t  substances in nature are either good 
metals (conductors) or good insulators. Con- 
tinuous metal-to-insulator transitions are 
notably difficult to realize experimentally at 
very low temperatures. Coaxing materials to 
the proximity of the metal-to-insulator tran- 
sition region requires clever experimental 
design, the choice of a suitable material, and 
the application of an external parameter to 
drive the system through the transition. Fur- 
thermore, in most systems, even a continu- 
ous change in external parameters results in a 
discontinuous first-order metal-to-insulator 
transition. Until now, continuous metal-to- 
insulator transitions have been realized only 
in amorphous alloys and in doped semicon- 
ductors. However, Husmann and colleagues 
have succeeded in observing a continuous 
metal-to-insulator transition at very low 
temperature by applyingpressure to the chal- 
cogenide compound Ni(S,Se),. Their results 
appear on page 1874 of this issue ( 1  ). 

How a metal can be turned into an insula- 
tor by continuously varying external param- 
eters has fascinated physicists for the last four 
decades. A metal-insulator transition is 
characterized by the localization of the 
charge carriers, which prevents them from 
transporting an electric current. The two 
basic mechanisms that cause electron local- 
ization are the correlations among the elec- 
trons and the disorder present in the sample. 
Mott demonstrated that electron-electron 
interactions can produce a metal-insulator 
transition even in a system without disorder 
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(2). Anderson discovered that disorder, such 
as strong spatial fluctuations in the electro- 
static potential caused by impurities, can 
drive a metal-insulator transition in a system 
of noninteracting electrons (3). The theo- 
retical description of the situation when 
both effects are present is a central unsolved 
problem, especially when the electron-elec- 
tron interactions are strong. 

A n  important advance in our under- 
standing came with the introduction of scal- 
ing ideas (4). The scaling approach had 
proved to be extraordinarily successful for 
understanding phase transformations driven 
by temperature. Near a continuous second- 
order phase transition, a simple and univer- 
sal description of the transition emerges be- 
cause the physics is controlled by a diverging 
length scale that is much larger than any of 
the microscopic lengths in the problem. 

There is a sharp qualitative distinction 
between metal and insulator only at zero 
temperature because insulators can carry a 
(small) current at nonzero temperature 
owing to thermal excitations. Thus, a con- 
tinuous metal-insulator transition can only 
take place at zero temperature. The  metal 
insulator transition is therefore an example 
of a quantum phase transition-that is, a 
transition caused by a fundamental change 
in the ground state of a system as a param- 
eter is varied. 

A phase diagram can be constructed for 
such a transition (figure). A variety of pa- 
rameters can be used to tune a system 
through the transition. In the figure, the ab- 
scissa is the control parameter. A t  nonzero 
temperature, two scenarios are possible. One 
is that there is a line of first-order metal- 
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insulator transitions terminating in the criti- 
cal ~ o i n t  at T = 0 (solid line). The  other is 
that there is simply a continuous crossover 
(shaded region) from metallic (resistivity 
decreases as T decreases) to insulating (resis- 
tivity increases) behavior. 

The simplest scaling scenario gives the 
result that at low temperatures, and very near 
the metal-insulator transition. the electrical 
conductivity has a rather simple form: o (T ,  
S) = 5(s)-wVf[T~(s)], where T is the absolute 
temperature. This formula is remarkable be- 
cause it states that all of the de~endence  on 
material parameters of a system near the 
metal-insulator transition is contained in the 
value of a length scale ("localization length") 
5(s) that diverges as (s -s,)-" and a time scale 
~ ( s )  that diverges as temperature approaches 
zero as (s - s,)-"I; s is the critical parameter 

- = 
Sc 

Phase diagram for a metal-insulator transition 
at the quantum critical point. At T = 0, the be- 
havior is metallic for critical parameter s > s, 
and insulating for s < s,. The solid line indicates 
a line of first-order transitions; the shading 
shows the crossover region. 

(for example, pressure or impurity concen- 
tration), which drives the metal-insulator 
transition when s + s,. The numbers p, z, 
and v introduced here are critical exponents. 
p describes how the conductivity vanishes at 
zero temperature ass is varied through s,, that 
is, o (s - s,)" The slowing down in the 
relaxation that accompanies a phase transi- 
tion is quantified by means of a "dynamical 
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