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raw speech (9), the discovery of word bound- 
aries from connected speech (8), and the 
extraction of mammatical remlarities from 
unlabeled striigs of words geierated by an 
artificial grammar with many of the proper- 
ties of natural language ( 10). 

Third. we now know that real s~eech 

I n  a report in this week's issue, Saffran, 
Aslin, and Newport have proven that ba- 
bies can learn (I).  Eight-month-old in- 
fants exposed for only 2 min to unbroken 
strings of nonsense syllables (for example, 
"bidakupado.. . .") are able to detect the dif- 
ference between three-syllable sequences 

contains a host of statistical regularities 
that are sufficient to support the kind of 
robust learning observed in neural networks 
(I I). This knowledge has emerged from 

erty-of-the-stimulus" argument: linguistic the analysis of huge computerized corpora 
knowledge is "perfect," and it is impossible of written and spoken language, revealing 
in principle to extract perfect knowledge regularities that are not visible to the na- 
from the imperfect data of everyday lan- ked eye (or audible to the naked ear). 
guage use. A formal proof by Gold (5) ap- Chomsky's belief in the impoverished na- 
peared to support this assumption, although ture of linguistic input holds only if we look 
Gold's theorem is relevant onlv if we make "locallv" at relativelv short seements of 

that appeared as a unit and sequences that 
also appeared in their learning set but in 
random order. This result means that in- 
fants can use simple statistics to discover 
word boundaries in connected speech, 
right at the age when systematic evidence 
of word recognition starts to appear in real 
life (2). It is obvious that this is important; 
it may be less obvious to those outside the 
field why it flies in the face of received 
wisdom. 

First, the nature of this learning is surpris- 
ing: a purely inductive, statistically driven 
process, based on only 2 min of incidental 
input, with no reward or punishment other 
than the pleasure of listening to a disembod- 
ied human voice. Second, it contradicts the 
widespread belief that humans cannot and 
do not use generalized statistical procedures 
to acquire language (3-7). Noam Chomsky, 
the founder of generative linguistics, has ar- 
gued for 40 years that language is unleamable; 
he and his followers have generalized this 
belief to other cognitive domains, denying 
the existence of learning as a meaningful 
scientific construct: 

"We may usefully think of the language 
faculty, the number faculty, and others, as 
'mental organs' [that] develop in specific 
ways, each in accordance with the genetic 
program.. .multipurpose learning strategies 
are no more likely to exist than general prin- 
ciples of 'growth of organs' that account for 
the shape, structure and growth of the kidney" 
(3, pp. 138-139). 

"I, for one, see no advantage in the preser- 
vation of the term 'learning'. . .we would gain 
in clarity if the scientific use of the term were 
simply discontinued" (7, p. 2). 

"It is possible that the notion 'learning' 

" 
assumptions about the nature of the learn- speech. Such imperfections wash out with 

large enough sample. 
This brings us to the central contribu- 

tion of the Saffran et al. report. Although 
we now know that linguistic regularities are 
learnable by neural networks with an im- 

5 perfect but very large database, it has been 
$ argued that human infants do not learn in 
Y this way, and even if they did, their memory 

and attention span are insufficient to sup- 
2 port the kind of statistical learning required 

to get language off the ground. This conclu- 
sion was premature: The new work (1 ) has 
shown that infants are capable of extracting 
statistical regularities from only 2 min of 
spoken input with little effort. To be sure, 
this experiment is not the first demonstra- 
tion of early learning. For example, studies 

Learning language. show that newborns prefer to listen to pas- 
sages of speech from their native language, 

ing device that are wildly unlike the condi- which means that some unspecified form of 
tions that hold in any known nervous sys- auditory learning has taken place in utero 
tem (8). There are, in fact, anumber ofways (1 2). Saffran et al. take us several steps fur- 
to get around the poverty-of-the-stimulus ther, with careful controls that make it ab- 
argument. solutely clear what was learned, when, and 

First. we could relax our definition of how. Learnine is much more ~owerful than 
knowledge, defining successful learning to 
include behavior that is asymptotically cor- 
rect but somewhere short of perfect ("close 
enough for government work"). Although 
there is plenty of evidence that humans use 
language creatively (saying and understand- 
ing things that have never been said before) 
and well (with very low error rates), there is 
very little evidence for the claim that "per- 
fect" knowledge underlies our (occasionally) 
im~erfect behavior. 

" 
previously believed, and arguments about 
the innateness of language and other forms 
of cognition need to take that undeniable 
fact into account. 

The authors of the new work are quick to 
point out that their discovery does not jus- 
tify a return to the tabula rasa. Learning is 
powerful, but it is not everything. In fact, 
relatively small variations in the initial ar- 
chitecture of a neural network can make 
the difference between "learnabilitv" and 

Second, we could base our estimates of "unlearnability" in the language domain (8, 
leamabilitv on a more robust learning device 10). Even if we assume that a brain (real or 
than the oAe assumed by Chomsky. ?here is 

may go the way of the rising and setting of the now a large body of evidence showing that 
sun" (3, p. 245). artificial neural networks can induce regular 

This belief is based on the famous "pov- pattern from imperfect, but quasi-regular 
input, and generalize those pattern to novel 
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Crossing the Hydrophobic Barrier: 
Insertion of Membrane Proteins 

Donald M. Engelman 

L. . . 
lpid bilayers are thin, flexible self-sealing 

boundaries that are used by cells to create 
regions of different composition and electro- 
chemical potential. To accomplish trans- 
membrane functions, proteins inserted 
within and across the hydrophobic barrier 
must cope with hydrophilic interactions 
with the solutions inside and outside a cell or 
compartment and hydrophobic interactions 
with the membrane. Usually, proteins are 
assisted in their insertion by proteinaceous 
machinery. But can they insert spontane- 
ously? The structure of a hemolysin, re- 
ported by Song et al. in this issue of Science, 
reveals how a protein, in this case a toxin 
produced by a pathogenic bacterium, can 
penetrate a lipid bilayer (I  )-by the sponta- 
neous formation of an oligomeric p barrel 
(see figure). 

It is much easier to understand the stabil- 
ity of observed transmembrane structures 
than to fathom the process by which they are 
positioned within a membrane. The mem- 
brane proteins whose high-resolution struc- 
tures have been solved contain either 
bundles of a helices or P barrels in the re- 
gions presumed to span the lipid bilayer (2- 
5). One can rationalize each of these struc- 
tures by recognizing that the main-chain hy- 
drogen bonds need to be satisfied in an envi- 
ronment that lacks hydrogen bond donors or 
acceptors, and that the hydrophobic effect 
will stabilize the association of a transmem- 
brane structure with the hydrophobic region 
of a lipid bilayer if the amino acid side chains 
contacting this region are predominantly 
apolar (6). Detailed knowledge of the final, 
folded state of a protein, however, does not 

to be the primary step in colicin action (7). 
The a-hemolysin toxin studied by Song et al. 
is now shown to act by inserting P-barrel 
structures into bilayers, as previously sur- 
mised for aerolysin ( I ,  8). Other cases of 
sDontaneous insertion have been docu- 
mented, including the insertion of porins 
from denatured states in solution into lipid 
bilayers (9). Despite the fact that proteina- 
ceous machinery is used for the insertion of 

many membrane proteins, a 2 number of cases exist in 
?which the insertion event 

does not require the partici- 
5  ati ion of structures other 
d' 
& than the inserting polypep- 
2 tide and the h i d  bilaver. 

How might this occur? 
Which intermediate states 
might one imagine? 

The answerto the issue of 
intermediates will undoubt- 
edly vary for specific cases, 
but three themes emerge in 
the examples we have thus 

Binding, oligomerization, and transmembrane insertion of a far. The first is the role of oli- 
hemolysin. The hemolysin is soluble as a monomer, binds gomerization in the process. 
through interactions of loops to the surface of a lipid bilayer, ~~~h the a hemolvsin and 
oligomerizes to form a heptamer stabilized by amino-terminal proaerolysin chan& oligo- "latches," and inserts two strands of a P barrel from each sub- 
unit to form a 1Cstranded I3 barrel across the bilaver. The struc- state in .. the . process . of - 
ture that is known definitively is the final pore structure. There is a Hemolysin binds 
less direct evidence to support the details of other steps. The to the membrane as a mono- 
molecular features of the bilayer at different stages are as yet mer, subsequently forms a 
completely undefined. heptamer, and then inserts. 

This sequence is based on 
inform us directly about the process of inser- studies of mutants that block steps in the 
tion, particularly if the protein in question is process (I  0, I 1 ). Thus, one wonders whether 
inserted into the membrane in a process the energy of oligomerization may drive the 
catalyzed by cellular machinery. On the process, producing an intermediate state that 
other hand, proteins whose functions require relaxes to the transmembrane form. The 
them to be stable in an aaueous environment structure shows that a laree surface area is 
and also capable of inserting themselves into 
membranes provide an opportunity to exam- 
ine, biochemically and structurally, the de- 
terminants of an insertion event. 

Spontaneous transmembrane insertions 
of both a helices and P barrels are found in 
the world of toxins, where the capacity to 
insert is packaged in a soluble molecule. Co- 

- 
buried in the oligomerization event; hence, 
a large amount of energy could be available. 
This is undoubtedly one of the directions 
that will be explored by Song et al. 

A second theme is the exposure of regions 
of the protein that are kept sequestered in 
the soluble form of the molecule. The colicin 
A structure shows a hvdro~hobic helical - , - 
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