terrain. Clementine bistatic radar data tak-
en from other, intermittently sunlit areas
with similar geometry, and subjected to the
same data reduction process, show no evi-
dence of such an enhancement. This leads
to the conclusion that the scattering mech-
anism responsible for the orbit 234 en-
hancement is associated with the perma-
nently shadowed terrain, which is sugges-
tive of a muted CBOE originating from
small patches of ice (andfor other frozen
volatiles) covered and mixed with rocky
material.
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Stabilizing Lead-Salt Diode Lasers:
Understanding and Controlling Chaotic
Frequency Emission

Gordon Chin, Larry R. Senesac, William E. Blass,
John J. Hillman

Lead-salt tunable diode lasers (TDLs) are the only devices currently available that can
generate tunable monochromatic radiation at arbitrary wavelengths between 3 and 30
micrometers and are particularly useful for high-resolution spectroscopy over a wide
range of spectral regimes. Detailed observations of TDLs show that the observed in-
strumental linewidth is actually a temporal average of many narrow (less than 0.5
megahertz) emission “modes.” The time scale characteristic of these “modes,” which
appear to be of relatively constant intensity, is of the order of a microsecond. The laser’s
behavior is highly suggestive of a chaotic process, that is, seemingly random excursions
of a dynamic variable (frequency) within a bounded range. This report shows experi-
mentally that TDL emissions are indeed chaotic. Furthermore, in a simple and robust
fashion, this chaotic behavior has been successfully controlled with the use of recent
techniques that take advantage of chaos to produce a narrow band laser output.

Chaotic behavior is an intrinsic property of
a nonlinear system. Mechanical systems,
communication and electronic systems, bio-
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logical systems, the solar system, optical and
laser systems, and many other nonlinear sys-
tems often exhibit chaotic behavior. Chaos
is also often called deterministic random mo-
tion. The motion is deterministic because its
trajectory can be calculated for all times
given the starting conditions, but it is also
motion in which instabilities appear every-
where in the system’s trajectory in phase
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space, the coordinate system describing a
system’s position and velocity. These insta-
bilities force the trajectories of nearby phase-
space points to diverge. This divergence is
manifested as a sensitivity to initial condi-
tions, another characteristic of chaotic mo-
tion. However, the nonlinearities of the sys-
tem fold the trajectories back into a confined
region. In this manner, chaotic motion am-
plifies small differences, errors, or noise, that
is, the instabilities stretch phase space,
whereas the nonlinearities, or folding mo-
tion, keep the trajectories bounded. Bound-
ed trajectories signal the presence of an at-
tractor. Another indication of chaotic be-
havior is the existence of a “strange” attrac-
tor with its distinctive fractal character. It is
this fractal characteristic that gives chaotic
motion its random appearance.

More recently, investigations of nonlin-
ear dynamics have moved from purely the-
oretical and computational studies to exper-
iment. Some of these experiments show
that chaotic behavior is a useful feature in
itself and more importantly may be exploit-
ed to perform practical functions (1). Fol-
lowing theoretical studies that reveal meth-
ods that stabilize unstable orbits (2, 3), a set
of striking experiments ensued that demon-
strated that chaos can be controlled in a
surprisingly simple manner (4, 5) and in as
diverse a range of problems as cardiac ar-
thythmia (6), thermal convection loops
(5), electronic circuitry (7), an optical sys-
tem (8), and solid-state lasers (9).

The practical demonstration of chaos
control led us to consider whether these
techniques are applicable to tunable diode
lasers (TDLs). Lead-salt TDLs are valuable
tools that are used to measure the molecular
parameters of atmospheric constituents im-
portant in planetary atmospheres (10). The
advantages of TDLs are wide spectral cover-
age (3 to 30 wm), achieved by varying the
salt composition of an epitaxially grown
lead-salt crystal (such as Pb,_ Sn Te or
PbS,_,Se,), and high spectral resolution
(~107* em™!'). The TDLs are operated be-
low 100 K and are tuned by changing the
temperature or injection current (which ef-
fectively causes a change in the temperature
of the laser junction). The combination of
wide spectral coverage, continuous tunabil-
ity, high resolution, high output power, and
ease of use makes TDLs ideal for the study of
line positions, line strengths, and pressure
broadening coefficients, especially of mole-
cules with closely spaced spectral transitions.

Despite the extremely successful use of
TDLs in laboratory spectroscopy, the full
potential of the TDL has not been realized.
Careful characterization of a TDL shows
that the intrinsic linewidth of its emission is
very narrow (<0.5 MHzor ~10™>cm ™), a
factor of 10 better than the instrumental

e

resolution achieved in laboratory applica-
tions. The observed instrumental linewidth
is actually a temporal average of many nar-
row frequency emissions or “modes” (10,
11). These instantaneous modes, which are
relatively constant in intensity, change on a
time scale on the order of a microsecond.
This behavior is a natural consequence of
the intrinsically nonlinear operation of a
laser junction, where many microscopic fac-
ets or lasing regions may exist. Minute
changes in the junction—such as in tem-
perature, dimension, or index of refrac-
tion—can quench one lasing mode while
allowing another to reach threshold. The
detailed dynamics of such a complicated
system is probably not amenable to analyt-
ical description.

Fortunately, numerical methods exist
that can identify the presence of chaotic
behavior without requiring a detailed
knowledge of the underlying dynamics.
However, the challenge remains how to
capture the trajectory of the TDL in which
the dynamical variable, frequency, varies at
a megahertz rate. This information is also
critical in our goal to control the TDL'’s
chaotic emission.

The solution is to construct a frequency-
to-amplitude converter (F/A) with a fast
response time. We use one of two approach-
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Fig. 1. The frequency variation of a lead-salt TDL
operating near 1029 cm~" using a line of ethylene
as the F/A converter. Each panel has 30,000
points digitized with a 20-MHz 8-bit analog-to-
digital converter. The colored points are the mea-
sured data. The black plot shows the results of
applying a digit low-pass filter to the measure-
ments. The frequency scale was calibrated with
the use of methods similar to those used in (70,
117). (A) Chaotic TDL emission without control. (B)
TDL emission with the OPF electronics on. (C)
Detector noise level when the laser beam is
blocked. The difference between the filtered and
unfiltered data is identical to the noise, showing
that we succeeded in taking out only the detector
noise. The interval of the measurements was 1.5
ms; the data in the three panels were not taken
contiguously.
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es: either an absorption cell containing a
gaseous molecular sample or a Fabry-Perot
etalon is placed in the path of the TDL’s
beam. By adjusting the TDL to lase on the
steep side of either the gas line or the
Fabry-Perot fringe, changes in the TDL fre-
quency are converted to changes in detect-
ed signal amplitude. The F/A we used was
an absorption transition of ethylene (C,H,)
near 1029 cm™! (Fig. 1A). However, an
etalon or any other gas line within the
tuning range of the TDL can work just as
well. The advantages of using a gas absorp-
tion line are minimal losses in photon flux
compared with those for a high-finesse eta-
lon and the ability to control the slope of
the F/A conversion by varying the pressure
in the absorption cell.

We looked for signatures of chaotic be-
havior with several numerical tools. We
first examined the power spectrum (12).
Periodic oscillations in the data would pro-
duce spikes in the power spectrum. The
power spectrum from our data is very broad,
indicating that the emissions are not purely
periodic. The largest Lyapunov expo-
nent—a measure of the rate at which tra-
jectories initially close together in phase
space diverge (12, 13)—is 0.238 * 0.022
for the filtered data in Fig. 1A, and the
values ranged from 0.269 * 0.013 to
0.314 = 0.011 in other measurements. Pos-
itive Lyapunov exponents characterize cha-
otic data, whereas periodic data have neg-
ative values. There are two tests that mea-
sure the dimension of the chaotic attractor
in phase space: the capacity (or Hausdorff)
dimension (12) and the correlation dimen-
sion (14). Both measures yield a dimension

of about 4 for the raw TDL data (and about

Fig. 2. A 3D time-delay phase plot of the TDL
frequency trajectory from the measurements dis-
played in Fig. 1A. The trajectory shows intricate
spiral structure embedded within spiral structure.
An animated version of this figure reveals stretch-
ing and folding motions. The points are colored to
show the time evolution of the trajectory from blue
to red. The axes indicate frequency in megahertz.
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1.268 + 0.070 for the filtered data). We
also performed a single-value decomposi-
tion (15) of our raw and filtered data, which
resulted in only three significant eigenval-
ues and eigenvectors, again indicating that
the TDL trajectory has a low degree of
complexity.

A three-dimensional (3D) phase-space
portrait (16) of the TDL filtered data using
time-delay coordinates (Fig. 2) reveals a
trajectory that is composed of strikingly
complex embedded spirals. For stochastic
data or random noise, such a plot shows no
structure, and the trajectory randomly fills
phase space. If the data are periodic, then
the trajectory forms a closed orbit. An an-
imated 3D phase portrait (17) shows the
stretching and folding motions in the TDL
frequency excursions. The TDL trajectory is
confined, yet it never repeats—again a sig-
nature of chaos.

Because the TDL emission did appear
chaotic, our next goal was to control this
chaotic behavior. In 1990, Ott, Grebogi,
and Yorke (OGY) (2) set the theoretical
stage for chaos control based on the idea
that the chaotic attractor of a system is
made up of an infinite number of unstable
orbits. The first step in the OGY method is
to monitor one (or some) of the system
variables and use the time-delay coordinate
embedding technique (16) to construct the
attractor for the system. From this attractor,
they choose an orbit that yields the desired
behavior and then locate the fixed points of
that orbit. Finally, they apply a small time-
dependent perturbation to an accessible sys-
tem parameter to keep the fixed point in
the path of the trajectory. The idea is to
take advantage of the system’s sensitive de-
pendence on initial conditions and use mi-
nor perturbations to control chaos.

( Cryogenic temperature stabilizer )

Detector
and
pre-amp

Window
width

Window
detector
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Fig. 3. Diagram of the setup for our TDL chaos
~ control experiment.

Control
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In 1991, Hunt developed a modification
of the OGY method called occasional pro-
portional feedback (OPF) to find, stabilize,
and switch between different orbits of a di-
ode resonator (7). One advantage of the
OPF method is that detailed knowledge of
the dynamics is not necessary, nor is it re-
quired to know initially where the fixed
points of the system lie. In fact, the OPF
method can be used to allow the system to
find stable orbits by itself. The basic method
of OPF is to sample an accessible dynamical
system variable, and if the value of the vari-
able falls within a prescribed range or “win-
dow,” a system parameter is modulated with
an amplitude proportional to the difference
between the value of the sampled variable
and the center of the window. An explana-
tion of why OPF works and an extension of
this method using the duration of the feed-
back control as an additional control param-
eter that is effective for higher complexity
systems is found in (18). The circuitry need-
ed to implement the OPF method is ex-
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Fig. 4. (A) A 2D time-delay phase plot of the
chaotic (black) TDL and OPF-controlled (red) tra-
jectories from Fig. 1. (B) Histogram of TDL trajec-
tories in (A) with 0.2-Mhz bins that shows the
extent of the frequency variations. The red dash
plot is a Gaussian fit to the OPF-controlled TDL
data. The FWHM of the Gaussian, 1.68 MHz, is an
upper limit to the stabilized TDL frequency. The
chaotic TDL excursion is ~18 MHz.
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tremely simple and easy to construct and has
been successfully applied to a wide range of
physical applications (4-9).

For our problem, we monitor the fre-
quency excursion, with the F/A method
described above, and use the injection cur-
rent of the TDL as the accessible system
parameter (Fig. 3). The output frequency of
a TDL is coarse-tuned by the operating
temperature in a close-cycle refrigerator and
fine-tuned by the injection current. The
F/A output, from a detector preamplifier,
enters the OPF electronics through a vari-
able-gain input. An offset is added to the
input signal to center it in a window. This
signal is fed to a window detector and a
sample-and-hold amplifier. The F/A signal
is checked to determine if it lies within the
adjustable width of the window. If so, the
sampled signal is fed through a variable-
gain output amplifier as a correction to the
TDL control module, which adds it to the
TDL injection current. The sampling rate
and output correction signal are synchro-
nized by an external clock, in our case
running at 1 MHz.

Control of the TDL emission was es-
tablished quickly in a simple and robust
fashion as the gain of the correction signal
was gradually increased: The chaotic TDL
emission (Fig. 1A) can be contrasted to
the stability acquired when OPF control is
fully active (Fig. 1B). The controlled TDL
emission is stable in both frequency and
amplitude.

Our measurements are all dominated by
detector noise (the colored plots in Fig. 1).
Because it is primarily high frequency (Fig.
1C), we felt it appropriate to apply digital
low-pass filtering to our data to improve our
measurement accuracy. The amount of fil-
tering was determined by the requirement
to preserve the characteristic of the TDL
chaotic emission without any distortion.

Several parameters determine how well
the OPF method works. For example, TDL
control is dependent on clock speed. For
speeds slower than 600 kHz, OPF control
fails; otherwise, the exact OPF clock speed
is not critical: our experiments were all
conducted at 1 MHz. This restraint is con-
sistent with (10, 11), and measurements
here that show the time scale for TDL
variations is ~1 ps. The sensitivity of the
F/A conversion is another important factor.
High sensitivity in the F/A conversion, that
is, small values of AV/Av (for voltage V and
frequency v), or the steepness of the line
where the laser is tuned causes difficulty in
control. The ethylene line we used has a 12
V/GHz slope (to convert from voltage vari-
ation to frequency, we used 81 MHz/V).
The width of the OPF window, on the other
hand, is not a sensitive parameter. Once

stable TDL emission was established, OPF
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control was robust and continued indefi-
nitely without further adjustment.

The slight drift in frequency in Fig. 1B is
attributable to a small and slow 100-Hz
ramp in the injection current from the TDL
control module. This drift shows that OPF
control can be maintained while varying
the center frequency of the TDL. We
achieved similar results with a fixed Fabry-
Perot etalon as the F/A by tuning the TDL
to one side of a low-finesse etalon fringe.
We maintained OPF control while scan-
ning the frequency over a range of ~80
MHez. This range is of practical importance
as it demonstrates that OPF can be used
with a TDL to scan across a molecular
absorption feature and to perform spectro-
scopic measurements at higher frequency
resolution than previously possible.

We can only give an upper limit to the
frequency stability attained with the OPF
method because the measurements are
dominated by detector noise that can only
be improved by signal processing (Fig. 1).
Another factor is that our F/A process in-
separably convolves amplitude and frequen-
cy variations. To calculate an upper limit,
we project the trajectories in two dimen-
sions (Fig. 4A). A histogram of the number
of points in each 0.2-MHz bin of the con-
trolled and uncontrolled emission is then
made (Fig. 4B). From a Gaussian fit to the
controlled distribution, we obtain a value
for its full width at half maximum
(FWHM), here being 1.68 MHz, which we
can use as a strict upper limit.

An equal partitioning of the intensity
and frequency variations in quadrature, a
reasonable assumption, would reduce the fre-
quency limit by V2, to 1.19 MHz. The
FWHM of the uncontrolled TDL excursion,
measured by hand, is ~18 MHz. Therefore,
the OPF method improves the TDL frequen-
cy stability by at least a factor of 11 to 15.
We can determine more accurately the fre-
quency stability by heterodyning the TDL
output with a stabilized 10-pm CO, laser.

The improved stability, in both the fre-
quency and the amplitude of the OPF-con-
trolled TDL, will enable new applications.
We have mentioned higher resolution spec-
troscopy that scans a TDL. An OPF-con-
trolled TDL can also be used as a local
oscillator for heterodyne radiometers. The
far-infrared (FIR) spectral regime is ex-
tremely important, and the recent develop-
ment of wide-bandwidth hot-electron bo-
lometer mixers makes the need for a suit-
able FIR local oscillator immediate. There
are numerous candidates for future OPF
control, such as an optically pumped sub-
millimeter laser that emits from 30 pm to 1
mm and whose output varies in a seemingly
random fashion because of nonlinear feed-
back between the pump and lasant gas.
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Solar Wind Magnetic Field Bending of
Jovian Dust Trajectories

H. A. Zook,* E. Grin, M. Baguhl, D. P. Hamilton, G. Linkert,
J.-C. Liou, R. Forsyth, J. L. Phillips

From September 1991 to October 1992, the cosmic dust detector on the Ulysses
spacecraft recorded 11 short bursts, or streams, of dust. These dust grains emanated
from the jovian system, and their trajectories were strongly affected by solar wind
magnetic field forces. Analyses of the on-board measurements of these fields, and of
stream approach directions, show that stream-associated dust grain masses are of the
order of 10~ '® gram and dust grain velocities exceed 200 kilometers per second. These
masses and velocities are, respectively, about 10° times less massive and 5 to 10 times

faster than earlier reported.

While the Ulysses spacecraft was in the
neighborhood of Jupiter, the on-board cosmic
dust detector (CDD) detected 11 intense, and
unexpected, streams of dust ([-3). The first
stream occurred 2359 Jupiter radii (R, where
1 R, = 71,398 km) from Jupiter, and 137 days
before Ulysses' closest approach to Jupiter
(JCA) on 8 February 1992. The last stream
occurred at a distance of 4205 R, or about 2
astronomical units (AU), from Jupiter and
254 days after JCA. The dust grains in these
streams are believed to have come from the
jovian system (2) for two reasons: (i) the most
intense stream, of 327 impacts onto the CDD,
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occurred only 31 days after JCA, and 327 R,
from Jupiter; (ii) stream radiants tended to lie
on, or near, the line of sight (LOS) direction
to Jupiter from the CDD. Both phenomena
are shown in Fig. 1, where dust stream impacts
are characterized by being unusually concen-
trated in the measured spacecraft rotation an-
gle, ¢, and in time (4). Each stream appears
to impact the CDD from a single direction
unique to that stream. The variation in ¢, is
largely due to the 140° field-of-view (fov) of
the CDD as it rotates through a stream radi-
ant, although a few degrees of variation in ¢,
may be due to a true spread in arrival direc-
tions of the dust grains. Strong non-gravita-
tional forces must be acting on the grains
during their trajectories from Jupiter because,
under gravitational forces alone, average
stream radiants would lie within a degree or
two of the LOS direction to Jupiter. This was
only true for streams S5 and S6. Analysis of
CDD data from the Galileo spacecraft, which
recorded even more intense streams of jovian
dust than Ulysses (5), suggested that Jupiter’s
moon, lo, is a likely source of the dust (6).
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