
imsH 
the two major clades of avian evolution, 
the Sauriurae and the Ornithurae, were 
sympatric only a few million years after 
the occurrence of Archaeopteryx. By the 
Jurassic-Cretaceous transition, birds had 
already undergone a remarkable and prob­
ably rapid radiation. The new information 
on the early geographic and temporal dis­
tribution of birds may also indicate a long 
avian history in the Jurassic. We would 
expect that the common ancestor of the 
Sauriurae and the Ornithurae would pre­
date Archaeopteryx and that we may rea­
sonably search for birds in Middle Jurassic 
and older beds. This exacerbates one of 
the most obvious conundrums facing the 
theory of a dinosaurian origin of birds. 
The dinosaurs thought to be most like 
birds are primarily Late Cretaceous in age 
and are younger than Archaeopteryx by 
more than 76 million years. This temporal 
paradox has led some dinosaur experts to 
argue that birds gave rise to certain late 
Cretaceous theropods {23). 

The dating of the Jurassic-Cretaceous 
boundary remains controversial in north­
eastern China (8). We have accepted an 
age for Confuciusornis and Liaoningornis 
somewhat younger than Archaeopteryx but 
still older than any other known birds, and 
we think that these deposits essentially 
bridge the Jurassic-Cretaceous transition. 
Any more precise dating will require further 
field work in China. 
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JViany efforts have been made to increase 
the critical current density Jc of supercon­
ductors by introducing defects as pinning 
centers into superconductors. A high Jc, the 
maximum current density at which these 
defects can still pin down vortices against 
the Lorentz force exerted on vortices by a 
current, can be obtained when the elemen­
tary pinning force of individual pinning 
centers is strong. 

However, the pinning effect cannot be 
estimated without taking the whole behav­
ior of vortices into consideration. In fact, Jc 

has peak values at specific applied magnetic 
fields H (1, 2). This "matching effect" has 
been attributed to the commensurability 
between arrays of vortices and defects: Jc (3) 
and the magnetization M {4—6) measured 
for superconductors with a regular array of 
artificial defects had peaks or cusps at spe­
cific H values, or "matching fields" H = Hn. 
The H values corresponded to the cases 
where the occupation number n of vortices 
at defects was an integer or its fractions. 
Hence, indirectly, the increase in Jc was 
related to the formation of regular and rigid 
vortex lattices assisted by the existence of 
defects. 

In the present experiment, the static and 
dynamic behaviors of individual vortices 
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were directly observed in superconducting 
thin films with a square array of artificial 
defects, in order to elucidate the microscop­
ic mechanism of the matching effect. The 
simultaneous static observation of both vor­
tices and defects that is necessary for such 
experiments has been made only for special 
cases with Bitter techniques (7-9) and 
scanning probe microscopy {10, 11). At the 
same time, Lorentz microscopy {12) and 
electron holography {13) using a 300-kV 
field emission electron microscope have 
opened a way for simultaneous observation 
of both vortices and defects, not only stat­
ically but also dynamically. This has made it 
feasible to investigate the dynamic interac­
tion of vortices with pinning centers {14, 
15). The present experiment was carried 
out with Lorentz microscopy. 

The experimental procedure was as fol­
lows. A Nb thin-film sample was prepared 
by chemically etching 15-|xm-thick foil 
that had been annealed at 2200°C for 10 
min to increase its grain sizes up to —300 
|xm in diameter. The film had one or more 
holes in the central part: In peripheral re­
gions in the film that were <100 nm thick 
near the holes, a square array of 13 by 13 
small defects was produced inside a region 
10 [Jim by 10 |xm (defect spacing d = 0.83 
[Jim) by irradiation of the Nb film with a 
focused 30-kV Ga+ ion beam from a Hita­
chi focused ion beam machine (FB-2000). 
The defect consisted of a pit 30 nm in 
diameter and a few nanometers in depth, 
and of dislocation networks 200 nm in di-

Direct Observation of Vortex Dynamics 
in Superconducting Films with 

Regular Arrays of Defects 
K. Harada, O. Kamimura, H. Kasai, T. Matsuda, A. Tonomura, 

V. V. Moshchalkov 

The microscopic mechanism of the matching effect in a superconductor, which man­
ifested itself as the production of peaks or cusps in the critical current at specific values 
of the applied magnetic field, was investigated with Lorentz microscopy to allow direct 
observation of the behavior of vortices in a niobium thin film having a regular array of 
artificial defects. Vortices were observed to form regular and consequently rigid lattices 
at the matching magnetic field, at its multiples, and at its fractions. The dynamic ob­
servation furthermore revealed that vortices were most difficult to move at the matching 
field, whereas excess vortices moved easily. 
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ameter surrounding the pit. The pit with gate what happens to vortices at specific 
the dislocation networks is simply called a magnetic fields. When H was applied to the 
"defect" hereafter. Such square defect re- sample at temperature T = 10 K (which 
gions were repeatedly produced side by side was greater than critical temperature T,) 
parallel to the film edge at intervals of 4 and the sample was then cooled down to 
Pm- T = 4.5 K, vortices moved for a few min- 

The sample was set on a low-tempera- utes as a result of the nonuniform film 
ture stage in the electron microscope so 
that the film was tilted at an angle of 45" 
both to the incident electron beam and to 
H. The vortices appeared as spots of bright 
and dark contrast in an out-of-focus plane 
as a Lorentz micrograph (1 2), because the 
parallel beam of incident electrons was 
slightly deflected when passing through a 
vortex. The out-of-focus distance was 20 to 
30 mm and the image magnification was 
-x 1000. 

First, the configuration of vortices was 
observed at various values of H to investi- 

thickness until they reached.an equilibrium 
state. Lorentz micrographs of vortices were 
then made. The vortex density changed a 
little bit from one place to another because 
of the change in thickness. For our obser- 
vation, we chose the region where the film 
was -100 nm thick and the vortex density 
showed no appreciable change. 

The observation revealed that vortices 
formed regular configurations at the match- 
ing magnetic fields Hn (components per- 
pendicular to the film plane), which are 
given by Hn = n X add2  = n X 29.8 G, 

Fig. 1. Lorentz micrographs and schematics of the vortex configuration in a square array of artificial 
defects at matching magnetic fields H,,: (A) n = 114, (B) n = 1/2, (C) n = 1, (D) n = 312, (E) n = 2, (F) n 
= 5/2, (0) n = 3, and (H) n = 4. Red dots and blue open circles in each schematic show the defects and 
the vortices, respectively. Gray squares also indicate unit cells of the vortex lattices in each case. 
Vortices form regular lattices at the matching magnetic field H,, as well as at its multiples and its 
fractions. 

where Qo is the quantized flux of a vortex. 
Lorentz micrographs were taken at vari- 

ous matching fields (Fig. 1). In the case of 
HlI4 (Fig. lA), horizontal lines of vortices 
occurred at every fourth pinning site with a 
spacing 4d. Such lines were stacked in the 
vertical direction in such a way that adja- 
cent lines were displaced relative to each 
other in the horizontal direction by dis- 
tance 2d [a centered (C) (4 x 2) structure]. 
In this case, vortices formed a slightly de- 
formed (1 : 1.12) triangular lattice. At HI/,, 
vortices occupied every other pinning site 
in both horizontal and vertical directions, 
forming a C(2 x 2) square lattice (Fig. 1B). 
At n = 1, vortices occupied all of the 
pinning sites without any vacancies or in- 
terstices (Fig. 1C). 

When H > HI, vortices began to 
squeeze themselves at interstitial points as 
"quasi-bound" (1 6) or "caged" (1 7, 18) vor- 
tices. These points were the most stable 
places for additional vortices to penetrate a 
square array of vortices that were strongly 
pinned by defects. In the case of a pit with 
a larger radius than the penetration depth, 
two or more vortices would be trapped at a 
single defect (9). 

Interstitial vortices were observed to be 
randomly distributed until H reached H3 ,, 
when additional vortices entered everv otk- 
er interstice, thus occupying just half of the 
interstitial sites (Fig. ID). Between H1 and 
H,,,. the interaction of distant interstitial 

J,', 

vortices was too weak to form a regular 
lattice. Even for H,,,. the interstitial vortex 
that should be s i tZed at the top left por- 
tion of the microma~h is mislocated at the - .  
interstitial position one line lower (Fig. 
ID). At H = Hz, all of the interstitial sites 
were occupied by vortices, forming a C(l X 
1) square lattice (Fig. 1E). 

At H = H,/,, additional vortices entered 
every other interstice of the configuration 
at Hz, thus forming a C(2 x 2) square 
lattice (Fig. IF). The two interstitial vorti- 
ces did not overlap but were situated side by 
side, separated by a distance of -0.6d. They 
were aligned parillel to one of the square 
edges. In the present case, the directions of 
the two vortices were accidentally horizon- 
tal. One vortex and two vortices alternately 
occupied the interstitial sites. 

When H reached H3, two vortices were 
located at every interstitial site (Fig. 1G). 
The direction of these two interstitial vor- 
tices switched alternately from horizontal to 
vertical. When H = H4, all of the pairs of 
squeezed vortices were situated at every in- 
terstice and were aligned in the vertical 
direction (Fig. 1H). Additionally, a vortex 
was inserted at every middle point between 
two adjacent sites in the vertical direction 
(Fig. 1H). As a result, vortices formed a 
C( l  X 112) lattice. 
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Vortices form regular lattices and conse- 
quently the most stable configurations at 
H,. Therefore, the vortices do not move 
easily. Especially for n = 1, all of the defects 
are occupied by vortices and therefore hop- 
ping of vortices is forbidden even when the 
elementarv force is exerted on them. In this 
case, the Mott-insulator phase, introduced 
by Nelson and Vinokur (1 9) and by Blatter 
et d. (20), is realized. In contrast, intersti- 
tial vortices, appearing at H > HI, cannot 
be localized by much shallower pinning po- 
tentials at interstices. As a result, intersti- 
tial vortices demonstrate a "metallic" vor- 
tex behavior. Both localized vortices at de- 
fects and metallic vortices at interstices can 
be more directly observed by monitoring of 
their dynamics. . 

Peaks and cusps in], and M were found 
at H = HlI4 and Hl12 but not at H3I2 or H5!2 
by macroscopic measurements (6). This IS 

reasonable because the pinning potential at 
defects (n < 1) is deeper than that at 
interstices (n > 1). In-fact, the regular 
lattice was partially destroyed at H = H!12 
or HSI2, even in the field of view shown In 
Fig. 1, D and F. 

-The dynamic behavior of vortices was 
then observed when H changed. The sam- 
ple was first cooled down to 4.5 K and H 
was gradually increased. At a few Gauss, 
vortices began to penetrate the film from 
the film edge. They approached the defect 
region and soon occuuied the front row of 
deTects (Fig. 2A). ~ukse~uen t  vortices ap- 
proached this line barrier but could not 
easily get over it. When the vortices finally 
broke through the line, they jumped to 
defects as far away as 5d or more (21). 

Fig. 2 Lorentz micrographs 
demonstrating the dynamic 
behavior of vortices when H is 
increased and then de- 
creased gradually (T = 4.5 K); 
see text. h e  fields, in units of 
H,; were (A) 0.2, (B) 0.5, (C) 
1.2, (D) 2.5, (E) 1.5, (F) 0.9, 
and (0) 0.6. Video clips show- 
ing the movement of the vor- 
tices under similar conditions 
are available at http:/hnnnnr. 
sciencemag.org/science/ 
feature/dataharada.shl. 

When distant defects were occupied, vorti- 
ces began to jump to nearer defects. 

When all of the defects were occupied 
by vortices, new vortices accumulated in 
front of the first row because thev could 
not enter the defect region. Before long, 
however, they began to enter interstices 
(Fig. 2B). The vortices continued to hop 
from one interstice to another. In Fig. 2C, 
the positions of interstitial vortices are 
displaced downward from their proper po- 
sitions because of the force in the down- 
ward direction. 

The manner of the vortex flow changed " 
after all of the interstices were occupied. 
Without anv vacant sites to h o ~  to. thev . .  , 

began flowing simultaneously in single 
lines. A few lines of flow in the field of view 
are shown in Fig. 2D. 

When H was decreased, a force was ex- 
erted in the opposite direction and intersti- 
tial vortices began to leave the film. Vorti- 
ces were displaced upward from the proper 
interstitial position because of this force 
(Fie. 2E). Even when vortices outside the . "  , 

defect region disappeared, vortices forming 
a square lattice resisted moving (Fig. 2F). 

When H was further decreased, vortices 
began to depin. For example, one vortex in 
the front row was depinned and then a 
vortex in the second row hopped to the 
vacant site to form a hole (shown as h in 
Fig. 2G). In the meantime, opposite vorti- 
ces (antivortices) began to enter and be 
trapped (o in Fig. 2G). 

The above experiments showed that the 
character of the vortex flow somehow 
changed every time when the vortices 
formed closely packed regular lattices. Con- 

sequently, this indicates that the pinning 
force of a whole vortex lattice can change 
at H-. 

Peaks in 1, could more directly be ex- 
plained by the different dynamic behaviors 
of vortices in two cases in which H is 
exactly H, and H is slightly greater than H,. 
In the sample that was field-cooled down to 
4.5 K at H = 31 G, just above H, (29.8 G), 
the interstitial vortex marked in red in Fig. 
3A began to hop in the downward direction 
when H was increased to 39 G. When T 
was increased to 7 K to shorten the time- 
scale of the vortex hopping due to thermal 
fluctuations, the interstitial vortex hopped 
to the next interstitial site (Fig. 3B). (This 
micrograph was taken after the sample had 
been cooled down to 4.5 K, in order to 
obtain a high-contrast vortex image, but we 
confirmed that this cooling ~rocedure did 
not change the configuration of the vorti- 
ces.) When T was further increased to 7.5 
K, the vortex hopped to the next site again 
(Fig. 3C). The interstitial vortex hopping 
from one site to another reminded us of the 
hopping conductivity of charge carriers in 
donor-doped semiconductors. 

Excess vortices in a regular vortex lattice 
were observed to hop easily [see also flux 
flow results in (la)], whereas a change in 
magnetic field two times larger was required 
to induce hopping of the vortices forining 
the lattice. We also observed the hopping of 
"holes" in a vortex lattice. A stronger force 
was needed to cause a vortex hole to hop 
than to cause an excess vortex to do so, 
because a vortex must be de~inned from a 
stable defect site. Similar vortex behavior 
was detected at other matching fields. such 
as Hz and HS, although it winot as con- 
s~icuous as in the case of H = HI. 

These studies elucidate the microscopic 
mechanism of the matching effects. When 
vortices formed a regular lattice, they 
could not begin to move unless a force 
larger than the elementary pinning force 
was exerted. At the same time, excess (or 
deficient) vortices were observed to move 
easily when affected by the Lorentz force, 

Fig. 3. Dynamics of an excess vortex. The excess 
vortex (red) hopped from one interstiid site when 
H changed from 31 to 39 G and T increased from 
(A) 4.5 K to (B) 7 K and then to (C) 7.5 K. 
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thus providing a microscopic explanation 
for the large critical current at matching 
magnetic fields. 
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Human Influence on the Atmospheric 
Vertical Temperature Structure: 

Detection and Observations 
Simon F. B. Tett,* John F. B. Mitchell, David E. Parker, 

Myles R. Allen 

Recent work suggests a discernible human influence on climate. This finding is sup- 
ported, with less restrictive assumptions than those used in earlier studies, by a 1961 
through 1995 data set of radiosonde observations and by ensembles of coupled at- 
mosphere-ocean simulations forced with changes in greenhouse gases, tropospheric 
sulfate aerosols, and stratospheric ozone. On balance, agreement between the simu- 
lations and observations is best for a combination of greenhouse gas, aerosol, and ozone 
forcing. The uncertainties remaining are due to imperfect knowledge of radiative forcing, 
natural climate variability, and errors in observations and model response. 

There is considerable interest in the detec- sponse of sea surface temperatures and 
tion of a human influence on climate ( I ) .  clouds to 0, changes can be ignored ( 4 ) ,  
Recent studies (2, 3) have suggested that that the lags between radiative forcing and 
anthropogenic changes in greenhouse gases, climate response can be ignored, and that 
sulfate aerosols, and stratospheric ozone (0,) the response to forcings from different pe- 
may have altered the vertical temperature riods can be combined linearly. 
structure of the atmosphere. In (2), simula- We avoided making these assumptions by 
tions from several climate models were used 
to show that the pattern similarity between 
modeled and observed changes increased 
from 1963 to 1987. Several assumptions were 
made by Santer et al. (2): that the response 
to stratospheric 0, changes can be added 
linearly to other responses, that the re- 
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using time-dependent simulations from a 
single model including all the forcings. We 
extended the analysis to include the effect of 
the spatial mean as well as the patterns of 
change, and we extended the period consid- 
ered to 1961 through 1995 by using a new 
radiosonde temperature data set. With less 
restrictive assumptions than those used in 
(2), we confirm that recent climate changes 
are unlikely to be entirely due to unforced 
climate variability. We show that our model 
is, on balance, in best agreement with the 
patterns and spatial means of recent climate 
change over this extended period when 
forced with a combination of increases in 
greenhouse gases and tropospheric sulfate 
aerosols, and stratospheric ozone loss. 

Our model, HADCMZ ( S ) ,  is a coupled 
atmos~here-ocean model with all comDo- 
nents (ocean, atmosphere, and ice and land 
surface) having a horizontal resolution of 
2.5" in latitude by 3.75" in longitude. The 
atmosphere has 19 levels, with 5 levels 
above 100 hPa, and the ocean has 20. At- 
mospheric temperature data were diagnosed 
on 15 pressure levels (6). To assess the 
significance of our results, we used data 
from 700 years of a control integration of 
HADCMZ where climate forcing was kept 
constant (7). The standard deviation (SD) . . . . 
of annual mean tropospheric temperature in 
this control simulation is similar to that 
observed (7), which gives some confidence 
in model estimates of natural variability. 

Three different climate forcings (G, GS, 
and GSO) were used to force HADCMZ. 
To reduce noise, we computed the respons- 
es to each forcing by averaging the respons- 
es from an ensemble of four simulations. 
Responses are identified by the name of the 
forcing used. The G and GS simulations 
were started from four states in the control 
integration separated by 150 years (8). 

In G, HADCMZ was forced with an in- 
crease in equivalent C02, representing the 
effect of observed changes in all greenhouse 
gases, including C02, methane, and chlo- 
rofluorocarbons from 1860 to 1996 (5,9). In 
GS. HADCMZ was forced. in addition. with 
a simple parameterization of the effects of 

11 I 
90"N 60°N 30°N 0 30"s 60"s 90"s 

Latitude 

Fig. 1. Annual mean mass 
mixing ratio 0, trends 
(x 109 per year based on 
the use of a contour interval 
of 10 x 1 0-9 per year with 
extra contours at ?5 X 

per year. Stippling 
shows where values are less 
than -30 x 1 0-9 per year. 
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