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1 he mammalian central nervous system 
relies on precise synaptic circuits to func­
tion correctly. These circuits are assembled 
during development by the formation of 
synaptic connections between hundreds of 
thousands of neurons. Although molecular 
interactions direct the early formation of 
circuitry ( ] , 2), this initial patterning is 
followed by a prolonged period during 
which massive numbers of new synapses are 
added. In this review, we consider how 
neuronal activity, by guiding synapse forma­
tion, elimination, and rearrangements, es­
tablishes adult patterns of connectivity and 
function. We argue that sensory experience, 
which historically has been viewed as the 
strongest force guiding circuit formation, is 
actually a special case of a more general role 
for neural activity, much of which can be 
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generated spontaneously. We then examine 
possible mechanisms by which patterns of 
activity—either spontaneous or evoked by 
sensory experience—can be translated into 
patterns of synaptic connections. 

Sensory Experience and Circuit 
Formation in the Visual System 

The role of sensory experience in the for­
mation of neural circuits has been most 
thoroughly studied in the mammalian visu­
al system. Most current concepts are based 
on the development of ocular dominance 
columns in the visual cortex. In carnivores 
and primates, thalamic inputs to the cortex 
arising from the lateral geniculate nucleus 
(LGN) segregate by eye within cortical lay­
er 4 into a series of alternating stripes. 
These eye-specific stripes form the structur­
al basis for the functionally defined system 
of ocular dominance columns that span all 
cortical layers. Early in development, ocular 
dominance stripes in layer 4 are absent 
(3-5). The LGN axons representing each 
eye are sparse and simple and overlap with­
in layer 4. By the addition of large numbers 
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of branches and synapses within the appro­
priate regions and elimination of the sparse 
collaterals initially present within inappro­
priate regions, LGN axon arbors gradually 
form dense, eye-specific patches (Fig. 1) 
(6). These anatomical rearrangements of 
the presynaptic axons are accompanied 
functionally by a corresponding change in 
the synaptic physiology of layer 4 neurons 
(7), the majority of which are initially ac­
tivated by stimuli presented to either eye 
but finally come to respond to visual stim­
ulation through one eye only. 

The classic experiments of Hubel and 
Wiesel demonstrated the important role of 
visual experience in determining the orga­
nization of ocular dominance columns (8, 
9). If one eye is deprived, even temporarily, 
of vision by eyelid closure for several weeks 
in neonatal life, then most of the mature 
visual cortical neurons are responsive only 
to stimuli presented to the eye that re­
mained open. Within layer 4, early eye 
closure greatly enlarges the patches of input 
from LGN axons representing the open eye, 
whereas those representing the closed eye 
are relegated to very small regions (9, 10). 

Local cortical circuits undergo similar an­
atomical rearrangements under the influence 
of sensory input. In cats, eye closure between 
6 months and 1 year of age produces physi­
ological shifts in the cortex's ocular domi­
nance profile, but no anatomical change in 
the organization of LGN axon terminals (11, 
12). This implies that local connections— 
perhaps those between layer 4 and layer 
2/3—remain plastic considerably longer 
than the longer range connections from the 
thalamus. In addition, local horizontal con­
nections of pyramidal neurons in cortical 
layers 2 and 3, which in the adult cortex 
form periodic clusters of branches that link 
columns of similar orientation preference, 
can be altered in response to visual input 
[reviewed in (13)]: Prolonged visual depriva­
tion results in the formation of large, poorly 
organized clusters (14). The clustering of 
horizontal connections can be altered by 
inducing strabismus, which prevents cortical 
neurons from receiving simultaneous inputs 

Synaptic Activity and the 
Construction of Cortical 

Circuits 
L. C. Katz* and C. J. Shatz 

Vision is critical for the functional and structural maturation of connections in the mam­
malian visual system. Visual experience, however, is a subset of a more general re­
quirement for neural activity in transforming immature circuits into the organized con­
nections that subserve adult brain function. Early in development, internally generated 
spontaneous activity sculpts circuits on the basis of the brain's "best guess" at the initial 
configuration of connections necessary for function and survival. With maturation of the 
sense organs, the developing brain relies less on spontaneous activity and increasingly 
on sensory experience. The sequential combination of spontaneously generated and 
experience-dependent neural activity endows the brain with an ongoing ability to ac­
commodate to dynamically changing inputs during development and throughout life. 
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from the two eyes (15). 
These experience-dependent effects on 

the functional and structural organization 
of the visual cortex result from alterations 
in the amount or patterning (or both) of 
neural activity within the visual pathways. 
This is graphically demonstrated by the re- 
sult of silencing inputs from both eyes by 
intraocular injections of tetrodotoxin 
(TTX, a blocker of voltage-sensitive sodium 
channels) while ocular dominance columns 
are normally forming. Eye-specific patches 
within layer 4 are absent (1 6) because LGN 
axons fail to restrict their terminal arbors 
and instead remain widely branched (6). 

Retinogenlculate arbors 

Thalamocortlcal arbors 

Pyramidal cell arbors 

Fig. 1. Development of axonal arbors at different 
locations along the visual pathway. The terminal 
arbors of axons are shown at various embryonic 
(E) and postnatal (P) ages (in days) in cats. In all 
cases, the emergence of the adult pattern of con- 
nections is the result of considerable sprouting 
and proliferation of axon branches, accompanied 
by much more limited elimination of small collat- 
erals at inappropriate locales. These morphologi- 
cal changes suggest that the strategy for forming 
adult circuits involves a local control of sprouting 
and synaptogenesis rather than selection from a 
large pre-existing repertoire [modified from (25)]. 

Spontaneous Neural Activity and 
Early Steps in Circuit Formation 

The experiments considered above indicate 
that the final steps in the construction of 
cortical circuits require neural activity that 
is normally supplied by visual experience. 
However, visual experience alone cannot 
account for many features of visual system 
development. In nonhuman primates, for 
example, ocular dominance columns in lay- 
er 4 begin to form in utero (3) and are fully 
formed by birth (1 7). Thus, although visual 
experience can modify existing columns, 
initial formation of the stripes is indepen- 
dent of visual experience. Other features of 
cortical functional architecture. such as ori- 
entation tuning and orientation columns, 
are also present before any visual experi- 
ence (18), as are crudely clustered horizon- 
tal cortical connections (1 4, 19). These 
findings suggest that early activity-depen- 
dent processes must operate before the on- 
set of visually evoked activity. 

One source of this activity is likely to be 
spontaneously generated waves of action po- 
tentials, which are present in the mammali- 
an retina well before the onset of vision. 
Several weeks before eye opening, and even 
before maturation of the photoreceptors, 
mammalian ganglion cells spontaneously fire 
periodic bursts of action potentials (20, 21 ). 
Simultaneous recordings from hundreds of 
retinal ganglion cells (21-23) reveal that 
these bursts are correlated among neighbor- 
ing cells and contribute to waves of neural 
activity that spread across restricted domains 
of the retina (Fig. 2) (24). 

These endogenously generated patterns 
of activity may direct activity-dependent de- 
velopment of eye-specific layers in the visual 
thalamus. In the developing LGN, as in the 
formation of cortical ocular dominance col- 
umns, inputs from the two eyes are initially 

intermixed. The LGN layers form as gangli- 
on cell axons remodel their branches (Fie. 1 
and see below) and become restricted" to 
appropriate layers (25), a process requiring 
neural activity (26). Retinal waves are 
present at the onset of LGN segregation 
(and probably earlier) and persist until just 
before eye opening-a time just after the 
eye-specific layers have formed within the 
LGN. As development proceeds, different 
functional classes of ganglion cells (ON and 
OFF cells) are recruited with different firing 
patterns into the waves (27), which may 
drive the formation of ON and OFF sublami- 
nae in the LGN, a process that also requires 
activity (28). 

Retinal waves provide highly correlated 
patterns of spontaneous neural activity that, 
long before the onset of vision, could also 
drive activitydependent synaptic remodel- 
ing in central visual structures such as the 
visual cortex. But to do so, activity from the 
retina must be relayed across retinogenicu- 
late svnanses to drive LGN neurons to fire 

2 L 

action potentials. Physiological recordings 
from an in vitro preparation indicate that 
spontaneously generated retinal activity in- 
deed drives LGN neurons to fire periodic 
bursts of action potentials; in the absence of 
retinal inputs, LGN neurons are electrically 
quiescent (29). As blocking retinal activity 
later in development prevents ocular dom- 
inance column formation. retinal waves 
could also account for the segregation of 
LGN axons in the visual cortex that occurs 
in utero in primates. 

Correlated spontaneous activity has also 
been observed in the firing of spinal cord 
motoneurons (30), as have coordinated calci- 
um fluctuations in clusters of cells in the 
developing cerebral cortex (Fig. 2) (31). In 
the cortex, the activity of neighboring cells 
relies on second messengers passed through 
gap junctions (32), whereas coupling in the 

Fig. 2 Organized pat- Cortex 
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tems of spontaneous 
activity in the develop- 
ing retina and cortex. In 
the retina, waves of ac- 
tion potentials spread 
between cohorts of 
retinal ganglion cells, 
visualized here by cal- 
cium imaging. Each re- 
gion represents a di- 
ferent event, and the 
intensity of the color in- 
dicates the direction of 
propagation. In the I 
cortex, groups of neu- 
rons, indicated by the colored areas, undergo spontaneous changes in their intracellular calcium con- 
centrations; unlike the retinal waves, these events propagate via gap junctions and do not require 
synaptic transmission and action potentials. Despite mechanistic differences, both phenomena produce 
highly correlaed patterns of activity that are thougM to be important in guiding circuitry formation. Scale 
bar, 100 pm. Left panel is from (24) and rigM panel is from (86). 



retina requires synaptic transmission between contribute to ocular dominance column be present in cortex even when NM 
amacrine and ganglion cells (24). Despite segregation (42). As LTP requires the acti- receptors are blocked (46). 
these mechanistic differences, both retinal vation of NMDA receptors, several investi- Nevertheless, the presence of LTP (and 
waves and cortical domains define regions of gators have examined the effects of block- LTD) in the developing visual cortex, and 
correlated activity, and both could act to form ing NMDA receptors on the development the similarity of its properties to those of 
circuits by reinforcing connections among co- of ocular dominance columns in visual cor- LTP at the CA3-CAI synapse in hip- 
active cells [reviewed in (22, 33)]. tex. The results of such experiments- pocampus (47), makes it a plausible candi- 

What is the significance of spontaneous- which generally rely on infusing the NMDA date as one of the mechanisms mediating 
ly generated, correlated patterns of activity? blocker amino phosphonovaleric acid cortical plasticity. For instance, LTP is eas- 
Theoretical considerations and experimen- (APV) into visual cortex-remain contro- ier to elicit in younger than in adult visual 
tal evidence (5, 34, 35) indicate that the versial. Infusion of APV blocks the shift in cortex (48); however, despite the presence 
emergence of adult patterns of connectivity ocular dominance elicited by monocular de- of LTP in the visual cortex, the causal links 
requires correlated neural activity among privation during the critical period (43), but between LTP and the anatomical and phys- 
sets of inputs (either spontaneous or senso- it may also block all visual responsivity in iological rearrangements that occur in the 
ry-evoked), coupled with the ability of the affected area (44). As blocking cortical developing visual system remain tentative. 
postsynaptic cells to detect such correla- activity in its entirety prevents ocular dom- LTP is observed in visual cortex slices pre- 
tions. Correlated activation of ganglion inance column formation and deprivation- pared from animals of every age, not just 
cells in the two. eyes, achieved by using induced shifts (45), APV infusions alone those in the critical period. This is not 
electric shocks applied to both optic nerves cannot rigorously address whether NMDA- surprising, as the adult cortex, including 
simultaneously, prevents ocular dominance receptor-dependent LTP-as opposed to visual cortex, continues to exhibit adaptive 
column formation (36); similarly, strobo- some other activitydependent process--is changes in response to changes in patterns 
scopic illumination (which presumably ac- normally involved in the development or of inputs (49). 
tivates all retinal ganglion cells in approx- modification of columns. Other forms of Efforts to probe the relation between 
imate synchrony) blocks formation of tectal long-term synaptic enhancement that rely LTP and developmental rearrangements 
"ocular dominance" stripes in the dually on voltage-gated calcium channels appear to have exploited rodent systems, in part be- 
innervated optic tectum of goldfish (37). 

Any mechanism for translating activity 
into structural remodeling must also rein- - 
force presynaptic inputs that are simulta- 
neously active with the postsynaptic cell (5, 
15, 34, 38). This feature of synaptic en- 
hancement is characteristic of "Hebb" syn- 
apses (39), which figure prominently in 
models of activity-dependent synapse for- 
mation in visual system development (40). 
These considerations have sparked consid- 
erable interest in the possible role of long- 
term potentiation (LTP), which coordi- 
nates pre- and postsynaptic activity. 

Mechanisms of Synaptic 
Modification During Development 

Despite evidence that coordinated patterns 
of neuronal activity influence the organiza- 
tion of circuits throughout the brain. the 
mechanisms by whichoactivity is translated 
into long-term structural changes in con- 
nections remain obscure. Considerable 
speculation has focused on the role of syn- 
aptic mechanisms similar to LTP and long- 
term depression (LTD) in the hippocampus. 
In slice preparation of the CAI hippocam- 
pal region, high-frequency trains of electri- 
cal stimuli-which result in the coordinat- 
ed activity of pre- and postsynaptic ele- 
ments-strengthen synapses for many 
hours. The induction of LTP in this region 
is dependent on the N-methyl-D-aspartate 
(NMDA) class of glutamate receptors, 
whose combined voltage and ligand depen- 
dency provide an elegant molecular mech- 
anism for detecting the coordinate action of 
cohorts of synapses (41 ). 

In the developing neocortex LTP may 

10 30 60 
Time fminl 

Field 
potential 

10 30 60 
Time (min) 

Fig. 3. Long-term potentiation (LTP) at two diirent synapses in the neocortex. (A) LTP of thalarnocor- 
tical connections in the rodent somatosensory system is restricted to early postnatal life. The top panel 
shows the recording arrangement in a slice that includes intact connections between the thalamus (VB) 
and primary somatosensory cortex (CTX). Pairing stimulation of VB (STIM) with depolarization of 
recipient cells in layer 4 (REC) of cortex in young animals (age P3 to P7) leads to robust LTP; the same 
protocol in older animals (age P8 to P14) does not lead to synaptic enhancement (lower panel). (6) 
Intrinsic connections of the visual cortex can also undergo LTP. Stimulation with theta-burst stimulation 
(TBS) of layer 4 (in young and old animals) leads to robust enhancement of the extracellular field potential 
recorded in layer 3. This form of cortical LTP is remarkably similar to LTP observed in the hippocampus. 
EPSP, excitatory postsynaptic potential. (A) is modified from (54) and (8) is modified from Kirkwood and 
Bear (52). 
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cause of the availability of murine strains in 
which s~ecific comDonents of the LTP 
pathway have been disrupted by gene tar- 
geting. Unfortunately, rodents lack ocular 
dominance columns, but they do have a 
small region of visual cortex in which neu- 
rons are binocularly responsive. The rodent 
visual system responds similarly to that of 
carnivores and primates to visual depriva- 
tion: During a well-defined critical period, 
eye closure can shift the ocular dominance 
profile of binocular cells toward the nonde- 
 rived eve (50. 51 1. Unlike carnivores and , . ,  , 
primates, however, anatomical correlates of 
this shift, if any, have not been obvious. 
Rearing rats in the dark, which expands the 
time window during which eye closure can 
shift ocular dominance, also prolongs the 
period during which stimulation of the 
white matter can elicit LTP in layer 4, 
suggesting a link between LTP and physio- 
logical plasticity (52); LTP in other layers 
(such as between layers 4 and 213) is unaf- 
fected bv dark-rearine. Similarlv in cats. 

stricted to a relatively early period in life, 
which suggests a role for LTP in develop- 
mental events (Fig. 3) (54). Furthermore, in 
mice in which NMDA receptors-and pre- 
sumably LTP-have been inactivated (by 
gene-targeting deletion of the NMDA R1 
subunit), subcortical portions of the so- 
matosensory system develop abnormally. 
Unfortunately, these animals die shortly af- 
ter birth, so the consequences of NMDA 
receptor inactivation on plasticity in the 
visual or somatosensory areas of neocortex 
cannot be evaluated. However. in the 
brainstem trigeminal nucleus of these ani- 
mals. the normal Dattern of whisker-related 
patches fails to eAerge, indicating that the 
absence of functional NMDA receptors has 
altered the topographic specificity of this 
system (55). 

In considering possible mechanisms for 
morphological rearrangements during de- 
velopment, it is worth noting that activity- 
dependent rearrangements occur at several 
noncortical locations without the benefit of - 

dark-rearing slows but does not prevent the either LTP or the NMDA receptor. For 
formation of ocular dominance columns exam~le. at the develo~ine neuromuscular 
within layer 4, and it extends the physio- 
logically defined period of susceptibility to 
monocular closure in other cortical layers 
(12, 16, 53). 

The relation between LTP and neocor- 
tical plasticity has also been tested in the 
primary somatosensory cortex of rodents, in 
which clusters of thalamic afferents repre- 
senting individual whiskers are grouped to- 
gether into structures called barrels. Anal- 
vsis of slice ~re~arations that include both 

. . . - 
junction, the reduction in polyneuronal in- 
nervation occurs at a cholinergic synapse, 
and synaptic weakening of the "losing" in- 
put precedes the subsequent strengthening 
and growth of the winning input (56). Sim- 
ilar synaptic changes have been observed at 
neuromuscular synapses in cell culture (57). 
In the cerebellum, elimination of multiple 
climbing fiber inputs onto individual Pur- 
kinje cells-a process reminiscent of the 
reoreanization that takes  lace in the ocular . . 

;he somatosensory thalamus and the devel- dominance column sys&m-is prevented 
oping barrel cortex shows LTP between by deleting genes encoding protein kinase 
thalamic inputs and layer 4 cells to be re- A, an enzyme not thought to contribute to 

Fig. 4. Differences between the mor- 
phological and functional state of devd- 
oping circuits in the visual wrtex. In ju- 
venile animals, intrinsic horizontal axon 
collaterals (top panels) extend for con- 
siderable distances (seen here in tan- 
gential view), but only form functional 
connections locally (red dots). Optical re- 
cordings (lower panels) of coronal slices 
of visual cortex similarly show that hori- 
zontal activation is restricted to a region 
wnsiderablv smaller than the extent of 
developing collaterals, implying that syn- 
mses alona distal collaterals are weak or 
absent. ln-adult animals (right panels) 
axon terminals are found in distinct later- 
ally placed clusters, and optical record- 
ings with voltage-sensitive dyes demon- 
strate that these can supply functional 
connections. Wm, white matter. Scale 
bar, 1 mm. After (66). 

hippocampal LTP (58). Evidently, the ner- 
vous system has evolved a myriad of strate- 
gies for developmental rearrangements, of 
which several may be operating in the de- 
veloping visual system. 

The Role of Activity-Synapse 
Formation or Elimination? 

Although some of the metrics for plasticity 
are physiological, others are morphological; 
only rarely are assessments of both criteria 
performed in the same experiment. Relating 
morphological and physiological changes is 
further confounded by the difficulty of de- 
termining the functional state of synaptic 
connections in developing systems. Mor- 
phological criteria for the presence of syn- 
aptic connections are often based on the 
properties of synapses in mature tissues; 
such criteria may not be appropriate in 
developing systems. Many assumptions 
about the mechanisms of circuitry forma- 
tion are clouded by this issue. Counts of the 
numbers of identifiable synapses indicate 
that the number of synapses increases dra- 
matically during early postnatal life in most 
mammalian species (59). However, such 
assessments cannot take into account the 
possibility that immature synapses, al- 
though capable of releasing neurotransmit- 
ter, may not be discernible morphologically. 

At developing neuromuscular synapses 
in vitro (60), for example, growth cones 
form functional synapses within minutes 
after contacting a muscle fiber. Yet, other 
than the accumulation of a few presynaptic 
vesicles, these early synapses lack the diag- 
nostic morphological correlates of the ma- 
ture synapse. Similarly, in the developing 
mammalian retina, when the early sponta- 
neous waves are present, whole-cell record- 
ings from the retinal ganglion cells reveal 
robust synaptic currents generated by cho- 
linergic amacrine cells (24); yet electron 
microscopic studies conclude that synapto- 
genesis within the inner plexiform layer has 
barely commenced (61 ). Given the exten- 
sive remodeling of growing axons and den- 
drites in the developing brain (62), nascent 
functional synapses probably form and re- 
model rapidly, making it imperative for 
models of activitydependent plasticity to 
account for the dynamic and fragile nature 
of emerging connections. These consider- 
ations raise the issue of whether the rear- 
rangements observed anatomically--such 
as the growth or retraction of axonal 
branches-reflect construction and remov- 
al of synapses, or simply changes in non- 
functional portions of an arbor. An impor- 
tant related issue is whether activity-depen- 
dent rearrangements reflect changes in the 
number and positions of synapses, as op- 
posed to the strength or efficacy of individ- 
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ual synaptic ci)nnections. 
The formatinn of layer-specific projec- 

tions from the retina to the LGN illustrates 
some of these issues. Initially, axons iron1 
one eLe form rudlmentarl branches In all 
reglons of the LGN (25) ,  nhlch shoa I~t t le  
evidence of mature synaptic ultrastructure 
(63). Yet electropl~ys~ological recordings 
demonstrnte iunctlonnl ret~nogenlculate 
connectlons (64,  65)  As i i e ~  elomnent pro- 
ceeds, "inappropriate" synapses-and thelr 
morphological correlate, the fine collateral 
hranches-disappear, \\.hereas arhorizations 
in the appropriate LGN layer increase in 
size and complexity (Fig. l ) ,  a process that 
is accompanieii hy increasingly robust syn- 
aptic transmission (64). Thus, formation of 
the adult pattern of connections involves 
elunination of a limiteii number of imma- 
ture connectlons In lnapproprlnte locales, 
coupled L\ lth the elnboratlon and ni i i i~t~on 
of many new connections In the appropri- 
ate layers. The process is co~lservative in 
the sense that the system does not make a 
large investment in building stable synaptic 
structure until after the iiecision to elimi- 
nate or retain a functional connection is 
made. 

The formation of horizontal connectio~ls 
In the visual cortex provides another ~llus- 
tratton that the nnatomlcnl and iunctlonnl 
states of connections can differ at early 
stages of development. Localized photore- 
lease of "caged" glutamate anii optical re- 
cording demonstrate that despite the pres- 
ence of unbranched axon collaterals that 
can extend for more than 1 mm, neurons 
exchanged functional inputs only with their 
close neighbors. The  subseiluent ability of 
collaterals to evoke activity at more iiistant 
sites coinciiies with the onset of axonal 
branching and the emergence of clusters 
(Fig. 4) (66). Thus, as for the developing 
retinogeniculate projection, there is no 
large, preexisting repertoire of synaptic con- 
nections from tvhich a subset is selected on 
the basis of activity patterns (Fig. 1) .  The 
major events in intracortical cluster forma- 
tion, as with the segregation of retino- 
geniculate axons into eye-specific layers, 
are conservative and involve the local ad- 
dition of large numbers of active synapses, 
accompanied by axon branching. Hence, 
neural activity is likely providing cues that 
drive the formation of new synapses and 
axon branches, as \\.ell as cues that act to 
select and stabilize existing ones. 

Are such consiiierations relevant to the 
classical paradigm of ocular dominance col- 
umn fcormation? LGN i11~3uts from the t\vo 
eyes do initially overlap in layer 4, and 
physiologically neurons receive f~~nc t iona l  
inputs from hot11 eyes (7).  O n  the basis of 
stuiiies of iniiivicluallv laheled LGN axons 
(6 ,  67), it appears that ingrowing axons are 

initially very simple and sparse. Hence, dur- 
ing the period of overlap, axons have proh- 
ably fc~rmed very few permanent connec- 
tions. The subsequent emergence of segre- 
gated columns, like the iievelopment of lay- 
ers in the LGN and horizontal connections 
in cortex, is likely to fi,llow a similnr strat- 
egy: loss of a relatively small numher of 
inappropriate s\napses, accornpanieii by a 
massi\,e grotvth and sprouting in the correct 
column (Fig. 1 ) .  Indirect support for this 
notion comes from experiments in which 
hrief monocular iieprivation is performed. 
Even after perioiis of deprivation on the 
order of a few days, the collateral arbors of 
axons representing the deprived eye shrink 
dramatically, whereas those of the open eye 
expand (68). The changes after a few days 
are as robust as those occurring after many 
months of deprivation, suggesting that mor- 
phological plasticity is very rapid and po- 
tentially sufficient to account entirely fcor 
the rapid physiological change. 

Neurotrophins and 
Activity-Dependent Development 

One possik~le mechanism for translating 
patterns of activity into patterns of synap- 
togenesis and growth involves the local re- 
lease of neurotro~3hins. which have hecome 
attractive candidates as retrograde signals in 
activity-iiepe~liient synaptic remodeling in 
the mammalian nervous system [reviewed 
in (69)l. One need only posit that groups of 
coordinately activated postsynaptic neurons 
release neurotrophins, and that only axon 
collaterals whose parent cell hodv has also 
been activated are capable of responding to 
the synaptogenic effects of the neurotro- 
phins. This scenario does not require that 
developing collaterals have f~~nc t iona l  syn- 
apses along their length, but only that col- 
laterals can respond to a synaptogenic fac- 
tor when they are electrically active in its 
presence. This "constructionist" view of the 
role of actn I ~ T  (70)  seems to account more 
plauslhl~ tor the de\ elopment of these pat- 
terned connections than proposals based 
solely on large-scale regressive events. 

In addition to controlli~lg neuronal sur- 
vival and differentiation durine earlv devel- 

<7 , 

opment (71), neurotrophins moiiulate syn- 
aptic strength within minutes at developing 
neurornuscular synapses in vitro (72) in adult 
hippocampal slices (73) and in the develop- 
ing mammalian visual system. In rodents, 
intraventricular aiiministration of nerve 
grcotvth 6actor (NGF) prevents the physiolog- 
ically assesseii shift in ocular dominance in 
favor of the nondepriveii eye (50, 74) and 
blocks the anatomical shrinkaoe of the cell 
bodies of LGN neurons receiving inputs 
from the depsived eye (75). These actions of 
NGF may be rnediateii through the hasal 

forebrain cholinergic system, which influ- 
ences cortical plasticity (76), rather than by 
direct action on LGN axon terminals, as 
only the neurotrophin receptors TrkB and 
TrkC, but not TrkA (the high-affinity NGF 
receptor) are detectable in the LGN and 
cortex (77). 

Lloands of TrkB-BLINF, NT-4, or 
both-are more l ~ k e l ~  to he ~ n \ o l \ e d  In the 
act11 I~L-iiependent control of LGN axon 
branchin:: &ring development. Intracortical 
infusior~s of BLINF or NT-4, but not NT-3 or 
NGF, prevent the formation of ocular doni- 
inance columns in layer 4 (78); infusion of 
BDNF (hut not of NGF) also alters the 
effects of monocular iieprivation on the oc- 
ular dominance distribution (as assessed 
physiologically) of cortical neurons (79). Ex- 
ogenous NT-4 (but not NT-I  or NGF), pro- 
videii by local cortical injections of neuro- 
trophin-coated latex microspheres, attenu- 
ates the shrinkage of LGN neuron cell hoii- 
ies receiving input from the deprived eye 
during the critical period (80). Anii in an in 
vitro slice assay, McAllister et al. (81) found 
that BDNF, hut not NGF or NT-3, elicited 
robust iiendritic growth of postsynaptic cells 
in layer 4; BDNF \\.as effective only in the 
presence of spontaneous activity (82). Thus, 
LGN axons may normally compete for an 
endogenous ligand of TrkB available within 
layer 4, anii the availability of liganii from 
the postsynaptic cell or the ahility of the 
presynaptic terminals to respond to it may he 
regulated by neural activity. 

These results suggest a role for BDNF or 
NT-4 in activity-iiependent synaptic re- 
modeling iiuring visual system develop- 
ment. Yet, as is the case for the role of LTP, 
many crucial links are missing. It is not 
knotvn if the exogenously supplied neuro- 
trophins iniieed act iiirectly on LGN axons. 
If liganiis of TrkB are indeed involved, they 
shoulii be expressed hy layer 4 cortical neu- 
rons at the relevant developmental times 
anil at levels regulate~l by neural activity in 
a highly local fashion. Neural activity iioes 
regulate global levels of BIINF messenger 
RNA (mRNA) expression in rat visual cor- 
tex (83);  whether such regulation occurs 
with sufficient rapiiiity is unknown. BDNF 
mRNA has been iietected within neurons 
of the primary visual cortex in cats, ferrets, 
anil rats, but primarily tvithin layer 213 anii 
516, not layer 4 (84); virtually nothing is 
knotvn ahout NT-4 expression patterns in 
visual cortical neurons. It will also he cru- 
cial to determine tvhether the endotrenous 
regulators of iievelopmental plasticity are 
indeed neurotronhic fiactors. 

'4 crucial unresolved issue is whether 
neurotronhins act in an instructive or a 
permissive fashion. Are neurotrophins re- 
leased from the postsyn,~ptic neuron in an 
activity-dependent manner, acting rapidly 
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