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The study of many biological processes requires the analysis of three-dimensional (3D) 
structures that change overtime. Optical sectioning techniques can provide 3D data from 
living specimens; however, when 3D data are collected over a period of time, the quantity 
of image information produced leads to difficulties in interpretation. A computer-based 
system is described that permits the analysis and archiving of 3D image data taken over 
time. The system allows a user to roam through the full range of time points and focal 
planes in the data set. The user can animate images as an aid to visualization and can 
append multicolored labels and text notes to identified structures during data analysis. 
The system provides a valuable tool for the study of embryogenesis and cytoplasmic 
movements within cells and has considerable potential as an educational tool. 

Liv ing  things, by their very nature, are 
dynamic. Individual cells unilergcl conlplex 
rearrangenlents of their cytclarchitecture as 
they progress through the cell cycle or he- 
conle ter~llinally differentiated. Grclups of 
cells undergo coclrdinated shape changes 
and nligrations during the ilevelopnlellt of 
shape and form in an  embryo. Unilerstand- 
ing these processes is a fillldalnental goal of 
the  i le~~elopmental or cell biologist. Tradi- 
tionally, biologists have studied these phe- 
llonlena by fixing the  specinlen a t  a de- 
fined time point, ernhedding it in a plastic 
clr wax matrix, and cutting sections for 
chservation under the  microscope. By re- 
peating this process a t  differing time 
points, it is possible to infer dyl~anl ic  he- 
havior, provided the behavior being stud- 
ied is s i ~ f f i c i e n t l ~  stereotyped tcl enable 
recclnstr~~cticln from discrete time noints 
taken from different specimens. However, 
even in  these cases, the  inference of con-  
tinuous hehavior from sparsely sampled 
discrete time noints can lead to misinter- 
pretation, particularly if the  processes he- 
ing studied h a ~ ~ e  intrinsic variability. 

Optical secticlning micrclscclpy has he- 
come a very po~verf~l l  tclol for the biologist 
hecause it allolvs a single focal plane to he 
observed within an  intact specinlen with 
nlillilnal image degradaticln caused by out- 
of-focus interference. Optical sectioning is 
~l(lninvasive and is therefore lvell suited to 
the study of living specimens. It allo~vs the 
3D dyllanlic behavior of a given organism 
to he directly and l~nambig~lol~sly  inferred. 
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T h e  first optical sectioning technique tcl he 
developeil was differential interference con- 
trast (Nomarski) imaging. T h e  techniil~le 
contrasts the spatial rate of change of re- 
fractive index within a specimen. It prcl- 
vides gc~od optical sectiolling capabilities 
near the surface of a specimen, although 
light scattering can degrade images from 
deep sections. Non~arski  inlaging gives gclod 
~~is~la l izat ion of certain cellular organelles, 
hut it lacks the specificity needed for m(l- 
lecular identification. 

Specific vis~~alizaticln of a molecular spe- 
cies within a sample is often accomylished 
by introducing into the  specinlen a ligand, 
such as an  antihody, that sllecifically hinds 
to a target entity ~ lnder  investigation. T h e  
liganil is usually attached to a fl~~clrescent 
prclhe (either directly or indirectly) and vi- 
sualized hy fl~lorescellce microscopy. Alter- 
natively, the gene for a natllrally fluclres- 
cent protein may he appended to the gene 
coiling for the  protein under s t~ldy or its 
promoter ( 1 ) .  W h e n  a n  organism is genet- 
ically transfornled with this construct, the 
cells expressing the protein ~ lnder  s t ~ ~ d y  can 
he 17isualized hy in viva fluorescence. 

Recently a nunlber of techniques have 
become available for clptical secticlning flu- 
orescence microscopy, such as confocal im- 
aging (2), multiple-photon excitation imag- 
ing ( 3 ) ,  and cclmp~~tational decon~~olu t ion  
of wide-field inlages (4). Fluorescence tech- 
niques are more difficult to apply tcl living 
specimens than is hright-field microscopy 
because of the possibility of danlaging spec- 
illle11s by pl~(~totoxic i ty .  Nevertheless, great 
progress has heen ~l lade in this area in re- 
cent years, and many new biological in- 
sights have arisen thro~lgh the  use of in vivo 
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pies that are available can provide the nec- 
essary raw infornlation to reconstnlct dy- 
namic events in three dilnensions by col- 
lecting stacks of inlages from through-focal 
series at regular time i n t e r ~ ~ a l s  (5). T h e  vast 
amount of data that can he oenerateil lllakes 
s ~ l c h  a task daunting. For example, in our 
studies of cell lineage in the ileveloping 
elnhryo of the  ne~natoile Caenorhabditis el- 
egans, we have e~llpirically deternlilled that 
we need tcl take a lninilnuln of 20 optical 
sectiolls over 1000 time points (20,000 im- 
ages) to be able tcl follo~v all the embryonic 
cell divisions. Moreover, if the time pclints 
are s~~fficiently close to allo~v events tcl be 
r e c o ~ ~ s t r ~ ~ c t e d  accurately, the  differences be- 
tween time nclints lvill often he snlall and 
difficlllt to perceive. 

T h e  eye and brain are p a r t i c l ~ l a r l ~  
adept a t  detecting lnovelllent in  a n  image 
if t he  nlovenlent occurs reasonahlv raniil- , L 

ly. However, if the  changes occur s l o ~ v l ~ ,  
it is very difficult to discern the  nature of 
these changes. O n e  cannot  see how grass 
grolvs, for example. If a time-lapse movie 
is made scl that  the  nlovelnellts are speed- 
ed up to  a value that  is optinla1 for per- 
ception, then  the  process of grolvth can be 
readily clhserved. I~nposed r n o ~ ~ e m e n t s  can  
helo to vis~lalize static structures. For ex- 
ample, a micrclscclpist typically moves the  
~ O C L I S  of a micrclscclpe when observing a 
specimen instead of ohserving static 
 lanes clf focus; mcn7ements that  are ile- 
tected as the  focus is adjusted give a n  
impression of how specinlen shape chang- 
es in  the  axial direction. In  this way, the  
percepticln of m o ~ ~ e ~ n e n t  is used to  convey 
3 D information. 

LVe describe a system that  can record 
and archive time-sequential stacks of op- 
tical sections intcl a four-dimensional data 
set ( a  4D image archival system). T h e  
system then allows the  user to roam 
around this data set tcl reconstruct the  
dynamic 3D events that  occurred during 
data collection. A user can  roan1 forward 
and backward in time and can anilllate the  
inlages for easier percepticln of changes. 
Alternatively, or in  addition, a user can  
roam LIP and d ( ~ w n  in fclcus, either to  track 
a nloving object in three ilirnensiclns clr to  
convey tllrough anilnation holv a structure 
changes shape axially. 

Design Considerations for a 
4D Image Archival System 

T h e  vast anlounts of inforlllation in a 4D 
data set can be ~~isualized in s e ~ ~ e r a l  ways. 
Volume rendering techniil~les can he used 
to represent the entire 3D volume for each 
time point (6). In  addition tcl being very 
computationally intensive, vol~lnle render- 
ing techlliques have several disadvantages. 



When the information for each time point 
is viewed as a "solid" 3D object, there are 
invariably parts of the data set that are 
obscured by objects in the foreground. The 
obscured structures are usually in the inte- 
rior of the volume or in the ~ortions of the 
sample that are facing away from the view- 
er. Additionally, some of the features of 3D 
rendering that make it an attractive method 
of display (such as lighting models, surface 
texturing, and adjustable opacity) force the 
rendering algorithms to make decisions 
about the location and visibilitv of surfaces 
within the data set. An alternative way to 
deal with 4D data is to dis~lav the raw data. . , 
as collected, two dimensions at a time. This 
method is simvle: no com~utationallv in- = .  

tensive algorithms are needed. ~nstead, the 
2D images are displayed as an animation, so 
that the formidable feature recognition ca- 
pabilities of the viewer's eye and brain can 
be put to effective use. 

A major design goal of the 4D imaging 
project was to create a system that would be 
able to economically store the 20,000 or 
more images needed to reconstruct a C. 
elegans lineage. In addition, the playback 
component had to provide the ability to 
roam around a 4D data set quickly enough 
to be able to use animation as a visualiza- 
tion aid. Early versions of the system en- 
abled us to follow embryonic lineages, but it 
became apparent that a method of applying 
labels to identified objects (for example, 
particular cells in an embryo) was desirable. 
We also found it useful to associate descrip- 
tive notes with any particular label. In de- 
veloping a system of labeling, we felt it was 
important that the labels could be edited at 
any time, that the display of the labels could 
be toggled on and off by the user, and that 

the original image data should not be al- 
tered in any way. 

Four-dimensional archiving of images of 
embryonic development can yield a vast 
amount of data. For example, C. ekgans 
embryonic development takes place over an 
8-hour period. The embryo is -50 pm in 
the lone axis and 25 um across. The lateral - 
resolution limit of a light microscope is 
typically 250 nm. Oversampling by a factor 
of 2, so that quantization errors minimally 
degrade resolution, requires a minimum im- 
age of 400 by 200 pixels. The axial resolu- 
tion of a microscope is typically about one- 
third to one-half as good as its lateral reso- 
lution; therefore, about 50 optical sections 
would be needed. A pixel depth of 6 to 8 
bits would yield contrast discrimination at 
least as good as that of the eve. A time - 
interval of 30 s between images would be 
sufficient to capture the fastest events in C. 
elegans development; for the 8-hour period, 
images at - 1000 time points would thus be 
rewired. The total file size for a 4D data set 
of 'C. elegans development would therefore 
be -4 gigabytes (50,000 images, each of 80 
kilobytes). 

Although this amount of data is incon- .., 
veniently large, it can be managed in sev- 
eral ways. Analog optical disk recorders 
are capable of storing 220,000 video 
frames on a single surface of the recording 
medium: comDuter control enables ran- 
dom access to any given frame or sequence 
of frames. If the data are oreanized as a set " 
of contiguous frames within each focus 
level, then these devices are capable of 
rapid animation when roaming backward 
and forward in time at a fixed focus level. 
Four-dimensional archiving systems have 
been developed using these devices (7, 8) 

Fig. 1. A Nornarski image of a single focal plane from the interior of a C, elegans embryo in the early 
part of its developmental sequence, as viewed by the 40 Viewer application. Nuclei visible in this focal 
plane have been highlighted with color-coded labels; the E cell (Fig. 5) is outlined in green. In addition to 
creating dynamic color overlays, the 4D Viewer can also associate hidden text with each ovetlay object; 
here, annotation is displayed in a dialog box by clicking the mouse on the item in question. 

and can be valuable tools for determining 
cell lineages (9) and characterizing cyto- 
plasmic movements within cells (7). How- 
ever, analog optical disk recorders suffer 
from two disadvantages when used in this 
application: the data storage medium is 
expensive and often not rewritable, and it 
is difficult to attach labels or overlavs to 
the data during analysis without corrupt- 
ing the original data. 

Data compression techniques can re- 
duce the data storage requirements of dig- 
itally coded image data. Compression 
techniques make use of the inherent re- 
dundancy within an image to reduce the 
amount of data that encodes the image. 
There are two general strategies: lossless 
compression that maintains all the origi- 
nal information within the imaee. and 

u ,  

lossy compression schemes that allow 
trade-offs in data reduction and image fi- 
delity. We have found that a lossless 
scheme typically yields a factor of -2 data 
reduction. However, lossy schemes such as 
JPEG compression (an algorithm defined 
as an international standard bv the loint 
Photographic Experts Group) can give 
data com~ressions of more than a factor of 
15 while maintaining visually acceptable 
image quality. Within the JPEG algo- 
rithm, the degree of compression can be 
tailored for each data set; high compres- 
sion can be used with a highly redundant 
data set without sacrificing much image 
fidelitv. whereas low com~ression must be , , 
used with a data set that has less redun- 
dancy if preservation of image fidelity is a 
concern. The JPEG algorithm is common- 
Iv used to encode images for transmission - 
across the Internet, and the software for 
encoding and decoding is readily available 
and is often incorporated into the operat- 
ing systems of desktop computers. Encod- 
ing and decoding images with the JPEG 
algorithm is computationally intense; 
however, the current generation of proces- 
sors used in desktop computers can decode 
a sequence of JPEG-encoded images quickly 
enough to provide animation. We find that 
a Nomarski image can be compressed with 
the JPEG algorithm up to a factor of 20. 
Compression by a factor of 10 to 15 gener- 
ally maintains excellent fidelity of a No- 
marski image (Fig. 1) and is the value that 
we routinely use. 

Integrated Microscopy Resource 
4D Image Archival System 

The 4D system described here was a further 
development of an earlier system that was 
based on analog video disks (7) and an all- 
digital system (10). The system was imple- 
mented on relatively inexpensive desktop 
computers (Apple Macintosh PowerPCs) 
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and uses no purpose-built hardware (1 1). 
The system has three components: the 4D 
Acquisition software, the 4D Turnaround 
program, and the 4D Viewer program. 

Data acquisition system. The 4D Acquisi- 
tion software system for video microscopy, 
an NIH Image-based recording system with 
data acquisition macros (12), allows the 
user to gather multiple 3D data sets at var- 
ious time ~ o i n t s  throughout the duration of 

L. 

observation. The software coordinates the 
function of the frame-grabber card, the mi- 
croscope stage drive motor, and an optional 
illumination shutter (Fig. 2). The hardware 
comnonents are controlled to allow either 
the imaging of a single focal plane of a 
specimen over time or the sampling of 3D 
volumes into multiple focal slices at each 
time ~ o i n t .  

After the sample is mounted and the 
microscope imaging conditions are opti- 
mized such that the items of interest in the 
sample are easily visualized, live capture 
from the microsco~e video camera is en- 
abled and the image from the microscope is 
displayed on the computer screen. The re- 
gion of interest (ROI) is selected in the 
camera window by using the mouse to drag 
a rectangle around it. After ROI selection, 
the 4D Acauisition software is run. The 
software prompts the user to specify the 
number of time points to be acquired and to 
select either a uniform time delav (for ex- , . 
ample, sampling every 30 s) or a variable 
time delay between acquisitions. Because 
organisms generally do not develop at a 
constant rate, the software allows the user 
to specify a set of collection intervals that 
will be used during the course of an exper- 
iment to match the rate of development of 
the specimen under observation. The vari- 
able collection rate feature further reduces 
the image data storage requirements by 
sampling less frequently at times when de- 
velopment proceeds more slowly. 

After deciding between static and vari- 
able time delays for image acquisition, the 
user chooses between collecting data from a 
single focal plane and collecting a 3D data 
set of slices at each time point. A user who 
elects to sample three dimensions at each 
time point is prompted to select the top and 
bottom focal planes of the sample by means 
of a graphic interface to the microscope 
focus control. After moving through the 
sample and marking the top and bottom, 
the user then specifies either the number of 
focal planes to be acquired or the increment 
for the focus motor to move between focal 
planes (given one parameter, the software 
will determine the other). Finally, the user 
is prompted for a file name, for a location 
on the hard drive to store the images, and 
for an image file format to use when saving 
the images. Currently, the software supports 

TIFF. PICT, and PICS file formats. The 
images are initially stored uncompressed (to 
allow access to the unaltered data if quan- 
tization is required) but can be compressed 
later for archiving. 

When a recording run begins, the soft- 
ware automatically moves the microscope 
focus through the specified volume, digital- 
ly sampling and storing images of each focal 
 lane. Each time-voint file contains a stack 
of images representing the 3D structure of 
the sample (Fig. 3). During the interval 
between time points, the illumination shut- 
ter closes to block unnecessary light from 
the specimen and the time-point file is 
written to the computer disk. 

The 4D Acquisition system can be used 
to record data from any optical sectioning 
microscope that can provide a video output. 

Fig. 2. Basic hardware 
setup for performing 4D 
data acquisition. The 
video signal from a vid- 
eo camera mounted on 
the microscope is en- 
hanced by an in-line im- 
age processor that ap- 
plies contrast enhance- 
ment, background sub- 
traction, and a degree 
of frame averaging to 
reduce v~deo noise. The 
processed signal is then 
digitized by a frame- 
grabber card installed in 
a Macintosh PowerPC 
computer controlled by 
our 4D Acquisition soft- 
ware. The acquisition soft- 
ware also controls the 
focus of the microscope 
and illumination shutter 
by means of commands 
sent from the serial port 
of the computer to a 
stage control unit. 

For Nomarski microscopy, we reduce any 
residual noise on the signal by means of 
frame averaging (13). We have found that 
cleaning up the signal in this way allows the 
digital image to be compressed up to an 
additional 25% while maintaining eauiva- - K 

lent image fidelity. For confocal or multi- 
ple-photon images, we use simple macros 
(written in Bio-Rad 600 SOM software) to 
collect 4D data sets. 

Data compression and turnaround. It is not 
unusual to generate several thousand imag- 
es, occupying a gigabyte or more of hard 
disk space, from a single 4D data acquisition 
session. This amount of data is too unwieldv 
for the personal computer technology cur- 
rentlv available in most laboratories. To  
process the 4D data into a size and format 
that is more manageable, we developed the 

- I In-l~ne image 
Processed processing 

image Contrast enhancement 

t Frame averaging 

computer 
lmage digitization 
Shutter control 
Focus motor control 
lmage storage 
and man~pulation 

lmage analysts 

Fig. 3. A typical raw data set of Nomarski images resulting from a 4D data acquisition run. The images 
show chloroplast movements inside cells from the aquatic plant Elodea. The raw data set consists of a 
series of 3D stacks, each one containing multiple slices from the top to the bottom of the sample. The 
4D Acquisition software controls the hardware shown in Fig. 2 to allow this type of data collection. 
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4D Turnaround program. The 4D Turn- 
around application (14) takes raw 2D or 3D 
time points and converts them to a Quick- 
time movie or set of movies. 

Quicktime is a system extension (Apple 
Computer, Inc.) that allows sequences of 
images to be viewed as a movie (a series of 
animated frames) on the computer screen. 
The Quicktime format has become a de - 
facto standard for displaying digital movies 
and is available for most of the common 
computer platforms. Quicktime also sup- 
ports a number of built-in and add-on image 
compression schemes, including JPEG. 

Upon launching the 4D Turnaround ap- 
plication, the user is prompted to open the 
first time point of the 4D data set. The 
software recognizes files in TIFF, PICT, 
PICS, and Bio-Rad's PIC image formats. 
After opening the first stack of images, the 
user is prompted for the number of time 
points to be converted and which focal 
planes of these files to convert (the default 
setting is all of them). After these parame- 
ters are specified, the user may select a 
compression scheme and the degree of com- 
pression to be applied. User-definable com- 
pression values are supported with most of 
these compression schemes, so that the op- 
timum trade-off between image quality and 
data set size can be specified. We have 
found that the JPEG algorithms give the 
best results for Nomarski images. 

When the compression scheme is spec- 
ified, the Turnaround program creates a 
separate Quicktime movie file for each 
focal plane in the first time point, com- 
presses the image information from each 
focal plane and places it into its respective 
movie. The program processes the remain- 
ing time points in a similar manner, ap- 
pending the data from each focal plane to 
the end of its respective movie. The result 
is a set of Quicktime movies where each 
movie consists of the data describing the 
cellular changes from the beginning to the 
end of the acquisition period at a given 
focal q lane. The movies can also be linked 
into a single large movie for smoother 
playback. When all time points have been 
compressed and added to their respective 
movies, a "4D format file" is created. The 
format file contains information about the 
4D data set and allows the 4D Viewer 
application to open processed data sets 
correctly. 

4 0  viewer application software. The 4D 
Viewer program (14) allows the viewing, 
analysis, and annotation of a 4D data set in 
a straightforward and intuitive manner. 
The basic function of the 4D Viewer is to 
allow the user simultaneously to roam 
through a 4D data set in time (forward or 
backward) and to move up or down in 
focus through the sample (Fig. 4). Roam- 
ing can be accomplished either by mouse 

or keyboard commands and can be done at 
either the specified frame rate or one 
frame at a time. A slider on the image 
window allows quick access to distant time 
points, and a "go to" function allows the 
user to rapidly jump to any time point and 
focal plane in the data set. 

When moving through a volume of 
thousands of images, it is frequently useful 
to place a few "bookmarks" to provide in- 
stant access to specific points of interest. 
The 4D Viewer allows the user to create 
bookmarks of this nature and to give them 
descriptive names. Bookmarks can be saved 
to and loaded from the computer disk for 
subsequent viewings of the data set. 

Perhaps the most powerful aspect of the 
4D Viewer software is the ability to create 
color overlays for the individual images in 
the data set. Tools are provided to create 
circles, squares, straight lines, freehand 
lines, text, and arrows, in various sizes and 
colors; any or all of these can overlay the 
microscope images as they are viewed by 
the user (Fig. 1). Features of interest in 
sequential images in the data set can thus 
be highlighted by dynamic color overlays 
that will follow the features as they change 
over time. Additionally, highlighted fea- 
tures can have hidden text (for detailed 
feature description) associated with them. 
This text can be revealed by clicking on 
the feature (Fig. 1) and can also be access- 

Fig. 4. A sequence of images showing an application of the 4D Viewer soft- Top to bottom: changes in focal depth from the top to tne DOttOm or tne 
ware to study C. elegans cell lineage. Left to right: changes in elapsed exper- embryo. The nuclei of the cells that are visible in each focal plane have been 
iment timeas theembryo progresses through a period in its early development. labeled with colors corresponding to their blastomere identity (see Fig. 5). 
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Fig. 5. The embryonic cell lineages of C. elegans 
follow a stereotyped pattern (15). The early divi- 
sions generate a set of blastomeres that give rise 
to all of the tissues of the mature animal. Some, 
designated E, D, and P4 (15), are clonal progeni- 
tors of specific tissue types. The colors represent- 
ing the blastomeres have been used to label the 
nuclei visible in the optical sections shown in Fig. 4. 

ed by a computer search. 
As an illustration of the utility of over- 

lays, consider the nucleus of a specific cell 
of interest. The nucleus can be marked with 
a red circle in each of the frames of the data 
set in which it appears, so that as the frames 
are animated, the red circle will move with 
the nucleus to show its current position. 
Also, text that describes the nucleus in 
more detail can be associated with the red 
circle in selected frames. At one time point, 
this text might say "Nucleus 4B, second cell 
division"; at another, the text might say 
"Nucleus 4B, entering third cell division." 
A text search on "4B" would bring up the 
first instance of the nucleus appearing in 
the data set, and use of the "find next" 
command would bring. up each subsequent 
mention of this nucleus. 

These overlaid dynamic annotations are 
not made a permanent component of the 
original image; they may be added, delet- 
ed, or edited at any time by means of a set 
of tools similar to those available in com- 
puter drawing programs. Other application- 
specific tools facilitate the transfer of labels 
to sequential images. Overlays are stored as 
objects in a separate disk file distinct from 
the image data. The use of object coding 
rather than bit-mapped coding means that 
overlays take up very little storage space. 

Applications of the 4D lmage 
Archival System 

The system was originally developed as an 
aid for determining cell lineages in C. elegans 

embryos. The cell lineage of the wild-type 
organism was determined by direct observa- 
tion through the microscope (15) before 4D 
image archiving systems were available. The 
complete determination of the cell lineage 
was a maior undertakine that took several - 
years to complete. The task was only possible 
because the lineaee is essentiallv invariant " 

and could be determined piecemeal from 
many individuals. The 4D image archival 
system should now allow the determination 
of many of the embryonic lineages in an 
individual embryo to be done in a matter of 
days (Figs. 4 and 5). The 4D technology 
makes it feasible to determine cell lineages in " 
situations where there-is variability, such as 
in embrvonic mutants. or in individual ani- 
mals that have undergone laser surgery. 

The 4D system is being increasingly 
used to study intracellular movements. A 
4D analysis enabled the pattern of cyto- 
plasmic streaming within a cell to be de- 
termined (7). Current areas of study at 
IMR include mechanisms of mitochondri- 
a1 and chloroplast movements in the 
aquatic plant Elodea (Fig. 3), pigment 
granule movements in stimulated kerato- 
cvtes, and contraction of smooth muscle , . 
cells in response to specific stimuli. 

In addition to its use as a research tool, 
the system has considerable potential as 
an educational aid. For example, a com- 
~ l e t e  annotated 4D data set of the embrv- 
onic development of C .  elegans could be 
produced. This data set, together with the 
viewer program, could be distributed as a 
CD-ROM or set up on the Internet. With 
these data, a student would be able to 
identify all the cells in the developing 
embryo by means of overlays and associat- 
ed text notes. He or she would then be 
able to follow the fates of the identified 
cells through the major developmental 
events, such as gastrulation and morpho- 
genesis. The 4D imaging system that we 
have described is freely available and can 
be downloaded from the Internet (14). 
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