
for example, a slnall packet gets stuck behind 
a large one while the large packet waits for 
enough ba~~dwid th  to become available. But 
an ATM-based network can predict, based 
on traffic, how long a transmission will take. 

Moreover, because ATM sets up a virtual 
circuit for each transmission, it allows a user to 
request a specific quality of service in advance. 
A user running a multimedia application, for 
example, vvo~lld request-and presumably pay 
for-service with verv little cell delay because 
it's a real-time application, while e-,;ail users 
W O L I I ~  be content with cheaper, slower service. 

With software changes, ATM can run 
over existing Intemet cables and routers, savs - 
Mark Laubach, who chairs an Internet Engi- 
neering Task Force working group on ATM, 
"but it doesn't work well unless done in hard- 
ware," meaning expensive new cables and 
other equipment. Still, ATM networks are up 
and running now: for example, the Bay Area 
Gigabit Testbed, an experimental high-speed 
ATM netvvork connecting 15 sites in North- 
ern California. It is used for a variety of col- 
laborative scientific experiments incl~lding 
remote studies with optical and electron mi- 
croscopes. MCI's Internet backbone (a major 
Intemet pathway linking smaller users, the 
way an interstate highway connects feeder 
roads) also uses ATM. 

Some lucky sclentlsts stylnled by the 
congestloll on  the Internet don't  have to 
bother with cachlng, RSVP, or ATM. They 
can move off the exlstlne network alto- 
gether. One "private roadway" already avail- 
able to scientists is the NSF-sponsored vBNS 
(very high-speed Backbone Network Senlice), 
which connects five NSF supercomputing 
centers at 155 Mbs on an ATM netvvork 
and provides bandwidth for cutting-edge 
network applications and research. It is not 
meant to be used for day-to-dav onerations , . 
such as e-mail and ftp, but that restriction 
ma11 be difficult to maintain because the 
NSF is tying more universities and other 
sites into the vBNS. 

That's the paradox of the Internet-and 
the reason that congestion is likely to plague 
scientists for the foreseeable f ~ ~ t ~ ~ r e .  Scientists 
move to high-speed networks, eventually ev- 
eryone else jumps on board, and then the sci- 
entists have to move up another notch. "A 
few of us are out on the edge doing these 
things on very fast machines, and then 10 
years later everyone else is doing it," says Paul 
Bash, a research scientist at Argonne Na- 
tional Laboratory. The Internet began as an 
experiment in computer netvvorking, then 
became a popular phenomenon. Novv it's 
groaning under the demand, and researchers 
are trying to make it safe for science again. 

-Ellen Germain 

Ellen Germain is a science writer in Arlin~ton. 
Virginia. 

COMPUTATIONAL MOLECULAR BIOLOGY 

Software Matchmakers Help 
Make Sense of Sequences 
G e n e  sequencers are spinning out data at a 
mind-boggling rate. They have already se- 
q~lenced the complete genomes of several 
bacteria and brewer's yeast, they will have 
comnleted the genome of the roundworm 
Caeno~habditis elegans in a couple of years, 
and they intend to wrap up the human ge- 
nome by 2005. A string of the four letters A, 
G, T, and C, designating the four nucleotides 
that make up DNA, is unreeling from se- 
quencing labs at an ever-increasing pace, 
now nearly a million a day. For the human 
genome alone, the sequence will total 3 bil- 
lion nucleotides. 

All this would be little more than so 
ln~lch genetic ticker tape vvitho~lt some way 
to decipher its real meaning, which is largely 
hidden in the genes-the stretches of DNA, 
amounting to barely 3% of the human ge- 
nome, coding for the proteins that are the 
workhorse molecules of life. T h e  first sten 
is to recognize the genes from their distinc- 
tive sequences of nucleotides. T h e  next is 
to infer the function of the proteins they 
code for-and the key to doing that is to 
find related genes and proteins whose func- 
tions are already known. 

As rnolec~llar evol~ltionist Russell Doolittle 
of the University of California, San Diego, 
explains, "The structures of all these proteins 
and the genes that code for them are all re- 
lated through a big evolutionary expansion- 
solne small number run through biochemical 
Xeroxes and used over and over in different 
settings." T h e  challenge of learning the 
filnction of a newly generated sequence is the 
kind of challenge that cornputer scientists in 
other fields have been wrestling with for de- 
cades: spotting obvious, or less than obvious, 
similarities in different strings of data. " 

Welcome to the world of computational 
molecular biology. Over the past few years, 
biologists-turned-computer scientists and 
computer scientists-turned-biologists have 
begun churning out algorithms to find genes 
and other significant features in DNA se- 

u 

cluences and to compare and contrast DNA, 
RNA,  and protein sequences. The  esplo- 
sion has been triggered not only by supply- 
the information spewing fro111 the genolne 
projects-but also by dernand from biolo- 
gists hooked up to the World Wide Web, says 
David States, a computational biologist at 
the Institute for Biomedical Computing (IBC) 
at Washington University in St. Louis. "Most 
biologists in academic settings novv have ac- 
cess to the Internet and Web brovvsers," says 

States, and that allows them to send their 
secluences to on-line analytical tools-or 
even borrow the tools and wield them on 
their own workstations (see p. 591). 

This past June, States and his colleagues 
at the IBC hosted the Fourth International 
Conference on Intelligent Systems in Mo- 
lecular Biology (ISMB) in St.  Louis to survey 
the explosion. The  colnp~ltational tools un- 
der disc~lssion ranged from simple programs 
that search for similarities between known 
and unknown sequences to ambitious efforts 
to find complete genes in DNA sequences 
and relate the proteins they prod~lce to known 
protein structures. Many of the new tools rely 
on  techniques developed by researchers in 
machine learning and artificial intelligence, 
and the hottest subject of the conference, 
known as hidden Markov models, springs di- 
rectly from statistics and linguistics. 

Sustaining all these efforts is a sense of 
mission, says Doolittle. The  ISMB research- 
ers "are missionaries and proselytizers, and 
they have this great esprit de corps." With 
the tools now under development, biologists 
"should be able to relate proteins whose rela- 
tionships weren't detectable and do faster 
searching of genomes and comparisons of ge- 
nome~,"  says Doolittle-"all sorts of things that 
weren't possible before." 

Make me a match. One reason sequence 
comparisons are so powerful is evolution's 
conservative style. While the 20 amino acid 
alphabet of proteins could in theory spell 
out a nearly infinite n~lrnber of proteins, 
actual  rotei ins are variations on a limited 
number of themes. Human beings alone 
have perhaps 100,000 proteins, but we and 
other organislns "are dipping into a pool of 
relatively slovvly evolving proteins vve all 
share," says David Lipman, head of the Na- 
tional Center for Biotechnology Illformation 
(NCBI). All together, the number of differ- 
en t  protein families is "maybe less than 
1000." The  result is that comparing an un- 
known eene to known ones has a reason- 
able chance of corning up with a match- 
providing the computer algorithm can rec- 
ognize subtle similarities. 

The first problem is to find the genes, 
which in higher organisms, known as eukary- 
otes, come interspersed with pieces of non- 
coding D N A  called introns. O n e  approach 
is to look for the telltale patterns of DNA 
that mark the boundaries between the cod- 
ing and noncoding regions. Researchers have 
come up with various pattern-recognition 
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techniques for that purpose, says David Hauss- get," says Gish. 
ler, a computer scientist at the University The most recent version of BLAST, which 
of California, Santa Cruz. Among them Gish discussed at the ISMB meeting, does a 
are neural networks--computer algorithms better job than its predecessors of taking 
that "learn," refining their ability to recog- into account small insertions or deletions of 
nize a pattern as they are exposed to more amino acids. As Stanford University com- 
examples of it-including the gene-finder putational biologist Michael Levitt explains, 
most widely used for eukaryotes, the GRAIL "It often happens that two sequences that 
program developed by Ed Uberbacher and are very similar to one another differ by just 
Richard Mural of Oak Ridge National Labo- a few amino acids inserted or deleted rela- 
ratory in Tennessee. But along with exploit- tive to one another." These insertions and 
ing clues in the unknown sequence itself, deletions can make sequence comparison 
researchers can also determine 
whether it codes for a pro- - 

. . -. 
tein-and glean hints to that .. - 

protein's function-by com- I : -:- mw +. 
paring it with known genes. - - -. 

For the past few years, the ~ n o w n  
two workhorse programs for sequences 
that kind of comparison have 

I 
:j 

I 
- - . . been BLAST, written by re- 1: - _ 

searchers at the NCBI, and 
FASTA, written by computa- 
tional biologist Bill Pearson 

Consensus 

at the university of Virginia. 
Both take an unknown se- 
quence-DNA, RNA, or pro- 
tein-and compare it to 
known sequences, looking for 
the best possible match. The 
programs then calculate the 
match's statistical power, 
which provides "a basis for 
saying that the relationship 
between two sequences may 
have some biological mean- 
ing," says geneticist Warren 
Gish, an author of BLAST, 
now at Washington Univer- 
sity. "If something is known 
about the biological function 
of the database sequence, then 
we might infer our query se- 
quence has the same or simi- 
lar function. or the same or 
similar structure." 

Both BLAST and FASTA 
are variations on an algo- 
rithm written in the 1980s by 
Mike Waterman at the Uni- 

- - 
- .- 

I 
Profiles - 1 / 4 - - - 

are more distant. One of the newest attempts 
to push into the twilight zone relies on the 
sophisticated statistics of hidden Markov 
models (HMMs). 

These algorithms have their roots in the 
statistics work of the Russian mathematician 
A. Markov, who died in 1922. HMMs were 
first ~ u t  to work in the mid-1960s in s~eech 
recognition programs, which address a prob- 
lem similar to the one facine com~utational - A 

biologists: analyzing an unfamiliar string of 
data-a strine of sounds in this case-to ., 

work out how similar it is to 
a known string. Haussler was 
the first to suggest that these 
software algorithms could 

0 be put to work on genome 
$ database searching problems, 
$ in a technical report he pub- 
B lished in 1992 with his col- 

leagues Anders Krogh, Saira 
2 Mian, and Kimmen SiBlan- I %er. The report cir- 

culated through the com- 

I I A -  

- E l  
1 Match Insertion XI-- - m 

A likely story. To build a hidden Markov model of a family of proteins, a com- 
puter aligns and analyzes known sequences from the family (top). For each po- 
sition along the sequence, it calculates a profile giving the likelihood that particular 
amino acids will be found there. The profiles feed into the model, which generates 
new sequences likely to belong to the same family. For each sequence position, the 
model incorporates an amino acid matching the profile, skips that position to 
simulate a deletion, or inserts a random amino acid. 

versity of Southern Califor- 
nia in Los Angeles and Temple Smith of 
Boston University, but they use shortcuts 
that reduce computing time. BLAST, for 
instance, starts by scanning known sequences 
for short stretches of nucleotides or amino 
acids that are similar but not necessarily 
identical. The program then uses a scoring 
matrix for each match, awarding a positive, 
negative, or zero score, depending on how 
good a match it is. If the match is suffi- 
ciently close, then the program uses the se- 
quence as a seed to proceed in both direc- 
tions, comparing longer alignments "to see 
just how big an alignment score one can 

difficult by knocking related sequences out 
of "register." Because of them, the old ver- 
sion of BLAST would often miss a signifi- 
cant match. But by adding up the scores of 
multiple high-scoring segments on the same 
sequence, then subtracting a penalty for any 
insertions or deletions, the new algorithm 
should now catch the similarity. 

Programs like BLAST and FASTA can find 
matches for 40% to 50% of all new protein or 
gene sequences, says Lipman. Beyond this 
comes the twilight zone of sequence simi- 
larities, in which the potential homologies are 
less obvious because the evolutionary relations 

munity, says Sean Eddy of 
Washington University, "and 
while it was clearlv not vet 
ready for prime time, it was 
also clear it had an awful lot 
of potential." 

Getting the essence. In- 
stead of starting with an un- 
known sequence and look- 
ing for a match, HMM algo- 
rithms go the other way: 
They analyze a range of 
known sequences from a 
single family of proteins or 
genes, looking for the essen- 
tial features of that familv- 
a step generically known as 
creating a profile. The result 
is a model of what new mem- 
bers of the same family should 
look like-a hidden Markov 
model. For example, says 
Haussler, an HMM for the 
globin protein family, 
which includes hemoglo- 
bin, would try to capture 
the features that make globin 

proteins unmistakable: "The globin starts 
with a variable number of amino acids that 

'occur before the first helix, called the A 
helix, which consists of 16 amino acids. 
The 16 positions in the A helix have pro- 
pensities to be certain amino acids, and 
you can go through them and describe these 
propensities. Then after the first helix, there's 
a loop region consisting of a variable num- 
ber of amino acids; then you start the B 
helix, etc. At some point you get to a posi- 
tion where an amino acid actually binds 
the heme iron, and that position is quite 
conserved among different globins. It has 
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to be a histidine." 
In the course of its learning process, the 

HMM takes examples of known globin se- 
quences and a priori knowledge about the 
variability typically found in amino acid se- 
quences, says Haussler. It then chums out a 
probability distribution for each globinresi- 
due position along the way, taking into ac- 
count insertions and deletions that might 
change the register of one globin protein 
compared to anocher. 

"It's not a black-and-white pat- 
tern recognition method," says Phil- 
ippe Bucher, of the Swiss Institute 
for Experimental Cancer Research 
outside Lausanne. "It doesn't say 
this is allowed, this is not. It says 
that in the fifth position, there is a 
high probability that this amino 
acid is found and a very low prob- 
ability that another amino acid is 
found, etc." Once HMMs for enough 
gene or protein families have been 
constructed, says Eddy, "we can 
take a newly predicted sequence, 

the process of matching sequences to known 
sequences and instead tried to match the new 
sequences directly to a structure. 

Following a thread. The front-runners so 
far in this endeavor have been a class of algo- 
rithms, known appropriately as threading 
algorithms, that take an unknown sequence 
and try to thread it through a known struc- 
ture to see how well it might fit. What makes 
threading algorithms promising, says Sander, 

hand it to that software, a id  have I 
it say it is very likely to belong to 
some specific protein family, say, 
or maybe it's a new family entirely." 

HMMs were one of the hottest 
items at the June meeting, says com- 
putational biologist Chris Sander of 
the European Molecular Biology 
Laboratory in Heidelberg. But he 
adds that no one knows how useful 
they will turn out to be because they 
have yet to be widely used. ("What 
makes HMMs so popular," says 
Lipman, not entirely seriously, "is 
that the name is so tantalizing. Some- 
thing is hidden and we're finding it 
and we have a Russian name to do 

Sequencing Center, where he and 

: 
it.") Eddy says, however, that HMM Family resemblance. Structures of hemoglobin (top) and 
software has performed well at myoglobin, two oxygen-binding proteins that have common 
Washington University's Genome evolutionarY roots. 

I 
his colleagues have used it for day-to-day is that instead of trying to predict the 3D 
analysis of sequences generated by a C. ekgans structure of a protein based only on its se- 
sequencing project, and it seems to find quence-a goal that computational biologists 
matches for 5% more new sequences than does acknowledge lies far in the future-they pro- 
BLAST or FASTA. Adds Haussler, who has ceed by making comparisons. Given a new 
been testing HMMs for their ability to find sequence, he says, "they ask does it fit one of 
distant matches, "It's not a panacea, but it the several hundred known structures, yes or 
should get you that little extra push." no? And if it does fit, what is the precise, best 

HMMs, however, will never answer biolo- arrangement of [amino acid] sequences in that 
gists' ultimate question, which is what a new 3D structure? It's a clever way of simplifying 
gene's protein actually does. Sequence simi- the problem." 
larity to a known gene or protein doesn't give To answer those questions, Sander ex- 
the full answer, because genes and proteins plains, threading algorithms look at how the 
with completely different sequences some- unknown sequence and the known structure 
times perform similar functions. The key to a match up with respect to properties that affect 
protein's function is its three-dimensional aprotein'sfolding, such as whether it is hydro- 
(3D) structure, and proteins with very differ- philic or hydrophobic at particular points. 
ent sequences occasionally fold up into similar "When you thread the sequence through the 
shapes. So some biologists have tried skipping structure," says Sander, "for each anrange- 

ment, you ask does a hydrophobic residue of 
the sequence end up in hydrophobic position 
of the structure, yes or no? If it does you give it 
a one; if it doesn't you give it a zero. Now you 
add up those numbers for all positions in the 
protein. And that gives you a number for one 
arrangement of the sequence in the structure. 
Then you push [the sequence] through fur- 
ther, and for the new arrangement you ask 
what is the number for this function and so on. 
And then you do it for every other known 3D 
protein sequence, and you compare what you 
have at the end" to find the most likely struc- 
ture of the protein. 

Threading algorithms originated in work 
by a number of investigators in the late 
1980s. After an initial burst of popularity, 
they are now in what Sander describes as 
the "consolidation phase," which means, he  
says, that "there are improvements being 
reported consistently but with less excite- 
ment than the original round." Not only are 
the algorithms themselves being refined, 
says Lipman, but "as more structures be- 
come known, these threading methods will - 
become that much more effective." 

One recent illustration of their power, 
says Lipman, came last year when research- 
ers discovered the obesity gene, so called 
because of its effect on mice when it is mu- 
tated (Science, 2 December 1994, p. 1477). 
Although researchers were unable to find a 
sequence match for the protein encoded by 
the gene, known as leptin, threading tech- 
niques showed that the new sequence was 
likely to have a structure resembling a well- 
studied class of proteins known as helical 
cytokines. A year later, when the receptor 
for the protein was sequenced, it turned out 
to be a cytokine receptor, confirming the 
threading prediction. 

Lipman thinks that the prediction could 
have given the researchers a head start in the 
search for the receptor. "You could have lever- 
aged the information," he says. "If you had 
looked in the sequence databases for examples 
of cvtokie receDtors that are not identical to 
one; we a l r e a d h o w  about, you would have 
been able to ~ u l l  out a handful. and in that 
handful was the sequence for the leptin recep- 
tor a whole year before it was published. So 
these k i d s  of predictions could be extraordi- 
narily useful." 

Whatever the ultimate value of any par- 
ticular technique, biocomputing experts say 
that their arsenal of comparative methods will 
become more powerful as the databases of 
known genes expand. "We have these islands 
of knowledge, and we can exploit each one to 
carry us to the next island of knowledge," says 
Lipman. "It's going to be easier and easier to 
do this sort of thing." Biologists will be well on 
their way to turning the data unreeling from 
the genome labs into real knowledge. 

Gary Taubes 
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