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Computer vision researchers are developing new approaches to object recognition and 
detection that are based almost directly on images and avoid the use of intermediate 
three-dimensional models. Many of these techniques depend on a representation of 
images that induces a linear vector space structure and in principle requires dense 
feature correspondence. This image representation allows the use of learning techniques 
for the analysis of images (for computer vision) as well as for the synthesis of images (for 
computer graphics). 

The shape and texture vectors form sep- 
arate linear vector spaces with specific 
properties. The shape vectors resulting from 
different orthographic views of a 3D object 
(in which features are alwavs visible) con- 
stitute a linear vector subspace of veiy low 
dimensionality [spanned by just two views; 
see (4,  17)]. For real objects, self-occlusions 
and correspondence define different vector 
spaces or charts (18) for different points of 
view, correspondingly defining different as- 
pects (1 9). For a fixed viewpoint, a specific 
class of obiects (such as faces) with a similar 

T h e  synthesis problem, the classical prob- 
lem of computer graphics, can be formulat- 
ed as the problem of generating novel im- 

tions like addition do not have a well- 
defined meaning for raw images (10). In 
pattern recognition, a standard technique 

3D structire (20) seems to induce a texture 
vector space of relatively low dimensional- 
ity, as shown indirectly by the results of 
Kirby and Sirovich [(21), see also (22)], 
who did not use exact corresaondence. Us- 

ages corresponding to an appropriate set of 
parameters that descrlbe the camera view- 
~ o i n t  and asDects of the scene. The inverse 

for associating a vector to an image is to 
derive the vector components from an or- 
dered set of measurements on the image 
(1 1). This technique, however, is incom- 
patible with image-based approaches, where 

analysis problem, that of estimating object 
labels as well as scene warameters from Im- 
ages, is the classical problem of computer 
vision. Since the 1980s, researchers in both 
fields have used intermediate, physically 

ing exact correspondence, Vetter and Pog- 
gio (23) and Beymer and Poggio (24) 
showed that a good approximation of a new 

vector components must correspond to pix- 
els. A vector space structure implies that 
the ith comwonent of all vectors in the set 
must refer to the same type of feature on the 
imaged surfaces. Strictly speaking, the use 
of vector space techniques in image-based 
approaches requires the solution of the cor- 
respondence problem: finding pixels in two 

based models to approach their respective 
problems of synthesis and analysis. In com- 
puter graphics, sophisticated three-dimen- 
sional (3D) modeling and rendering tech- 
niaues have been develowed that effectivelv 

face image can be obtained with as few as 
50 base faces, which suggests a low dimen- 
sionality (25) for both the shape and the 
texture spaces [see also (16, 26)]. Most of 
the obiect detection and recoenition 

s i iulate  the of iigid and nonrigid 
solid objects and the physics of imaging (1). 
Some research in comouter vision has fol- 

" 

schemes mentioned above do not explicitly 
acknowledge the need to vectorize images 
and instead use approximate correspon- 

or more images that represent correspond- 
ing surface features in the scene. Correspon- 
dence is a difficult oroblem in comDuter 

lowed a parallel path; most object recog- 
nition algorithms use 3D obiect models 

vision that can be solved for sufficiently 
similar images by techniques such as optical 
flow algorithms, which find corresponding 
pixels in two or more images and compute 
their displacement vectors (in the image 

dence, exploiting anchor points such as the 
eyes of a face, to provide texture vectors on 
which to run the algorithm (6,  22, 27-29). 
Others [(4, 15, 30-32); see also (33)] have 
assumed or used exact corresoondence ire- 

- 
and exploit the properties of geometrical 
and physical optics to match images to the 
database of models (2). More recently, 

lying only on shape vector; rather than 
texture vectors). Craw and Cameron (18), 
Lanitis et al. (26), and Beymer (34) have 
used shape and texture vectors for recogni- 
tion. In anv case. feature correswondence 

researchers in the two key areas of object 
recoenition and obiect detection 13) have 

plane). Correspondence transforms images 
into vectors by associating to feature point i 

usedYa rather diffeient approach ;hkt has 
been called image-based or view-based (4- 
8 ) .  In this approach, the image to be 
~nalyzed is compared directly, possibly af- 
ter a simple filtering stage, with a set of 

its color and its x,y position. 
In dense correspondence, each pixel cor- 

responds to a feature point; in this context, 
it is useful to think of the single vector 
containing an ordered list of color and x . ~  

and the resilting vector structure'underlie, 
either implicitly or explicitly, many of the 

values as two separate parts. The texture 
vector is an ordered list of the values (gray- 
scale or color) of corresponding pixels rela- 

example images. recent view-based approaches to recogni- 
tion and detection. 

A similar situation is emereine in the The Role of Correspondence " - 
field of computer graphics. In a seminal 
paper, Ullman and Basri [(4); see also the 
rank theorem of Tomasi and Kanade (35)] 

tive to a reference image. The shape vector 
is an ordered list of the diswarities, that is, The key underlying mathematical assump- 

tion of the image-based approach is that the 
images form a linear vector space (9). How- 
ever, images are just arrays of numbers or 
pixels, not vectors. A set of raw images- 
say, of similar objects-does not have the 
structure of a vector space, because opera- 

the x,y locations of corresponding features 
relative to the reference image. We  refer to 
the correswondence o~erat ions that associ- 

showed that for orthographic projection, 
new imaees can be directlv svnthesized from 

ate the shape and texture vectors to an  
image as vectorizing the image (12); this 
process will be explained later (13). Edge- 
based or contour-based approaches also fit 
into this framework: if the images used are 

" , , 
a small set of images if they are represented 
as shape vectors. Shashua (36) extended 
this result to.the perspective case. Reprojec- 
tion techniques are now being developed 
that svnthesize new views of a scene with- Theauthors are in the Department of Brain and Cognitive 

Science, Center for Biological and Cornputatonal Learn- 
ing (CBCL) and Artificial Intelligence Laboratory, Massa- 
chusetts Institute of Technology, Cambridge, MA 02142, 

edge maps or line drawings, then the shape 
vector could include only entries for points 
along an edge. In this case, the texture 
vector would not be used [(14); see also the 
contour-based approach of (15, 16)]. 

out a; explicit 3D model [see, for instance, 
(37)l. Unlike the earlier work (4,  27, 38), 
the most recent research focuses on visibil- USA. 
ity issues induced by camera transforma- 
tions (39, 40). 
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Learning Networks 

We now describe how a vectorized image 
representation enables the use of still an- 
other powerful framework-learning from 
examplesto approach both computer vi- 
sion and computer graphics and to effec- 
tively bypass physically based 3D models 
(38). This example-based approach, which 
implies a view-based technique, is related to 
but does not directly rely on the linear 
combination and reprojection results de- 
scribed earlier. In the metaphor of this ar- 
ticle, we speak of learning the mapping- 
from images to pose parameters or from pose 
parameters to images-from a set of exam- 
ples. The examples are input-output pairs of 
images and associated pose parameters. The 
learned mapping is then used to estimate 
the pose for a novel image of the same type, 
whereas the inverse mapping can synthesize 
a novel image for new values of the control 
parameters. The approach has advantages 
and disadvantages, and although it cannot 
replace the traditional 3D approach, it may 
be quite appropriate in some situations. 

Our learning-from-examples approach 
can be used for both the analysis and syn- 
thesis of images of objects such as faces. For 
image analysis, the mapping from novel 
images to a vector of pose and expression 
parameters is computed by what we call an 
analysis network. For synthesis, the inverse 
mapping (from input pose and expression 
parameters to output images) can be used to 
synthesize new images through a similar 
learning network called a synthesis net- 

Shape s 

Fig. 1. An (s,t) vectorized image representation. 
Rxekise correspondences are computed be- 
tween image img and a standard reference image 
ref (CA, correspondence algorithm). Shapes con- 
sists of the &,y) displacements between cone- 
sponding pixels, and texture t is the texture of img 
warped to the shape of ref. Although t shows the 
effect of self-occlusions, it contains all the infor- 
mation needed for img. 

work. Such an example-based learning ap- 
proach to vision and graphics trades mem- 
orv for com~utation. The more traditional 
3D approaches use computationally expen- 
sive rendering techniques, whereas our ap- 
proach requires the memory needed to store 
a sufficient number of training examples. 

Consider the problem of approximating 
a vector field y(z) from a set of sparse data, 
the examples, which are pairs (zi,yi) (i = 
1, . . . , N). Several multivariate approxima- 
tion schemes are possible; here, we use spe- 
cific instances of regularization networks- 
a class of networks with one "hidden" layer 
and linear output units-that encompass 
many standard approximation, statistical, 
and neural network techniques (41, 42). 
For the case of N examples, n 5 N hidden 
units or "centers," input dimensionality d, 
and output dimensionality q, the approxi- 
mation is 

where the ci are vectors of coefficients 
weighting the hidden layer and G is the 
chosen basis function, which can be a radial 
basis function [such as the Gaussian (43)] or 
a spline such as a tensor-product spline. In 

Eq. 1, we have neglected polynomial terms 
needed only for G that are not positive 
definite. The ui are d-dimensional centers 
of the basis functions (44). In the specific 
analysis and synthesis networks used here, 
we have used n = N. The original examples 
zi are the centers ui, and the network pa- 
rameters ci are found by solving a linear 
system of Eqs. 1 over the training data. 

As discussed above, the central part of 
our approach is to vectorize the images by 
representing them as separate shape and 
texture vectors. For computing correspon- 
dence, we have found that standard mul- 
tiresolution optical flow algorithms (31, 
45), preceded by certain normalization 
steps, can automatically compute dense pix- 
elwise matches for sufficiently similar imag- 
es (46). After one image is defined as a 
reference image ref, the (x,y) locations of 
feature points (here, pixels) of a new image 
img are estimated by computing the optical 
flow between the two images (Fig. 1). The 
shape vector s contains the relative dis- 
placements between corresponding feature 
points in images ref and img. The texture 
vector t contains the image intensity (or 
color) values of img at the set of ordered 
feature points. The shape and texture vec- 
tors can be rendered by using s to warp t. 

Fig. 2 .In this demonstration of the example-based approach to image analysis and synthesis, the 
example images img, through img, are placed in a 3D rotation-expression parameter space (r, ,r,,rJ, 
here at the comers of the unit cube. For analysis, the network learns the mapping from images (inputs) 
to parameter space (output). For synthesis, we synthesize a network that learns the inverse mapping, 
that is, the mapping from the parameter space to the images. The three axe% of the parameter space 
correspond to smile, left-right rotation, and up-down rotation. 
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The idea underlying the analysis net- 
work is to synthesize the mapping between 
an image and the associated pose parame- 
ters through the use of a suitable set of 
examples (consisting of images and associ- 
ated pose parameters). Here, we outline the 
learning of a mapping from input shape 
vectors s to an output pose vector r by 
means of a Gaussian radial basis function 
network, Eq. 1 [see also (5, 47)]. Figure 2 
shows eight example images and their as- 
signed locations along the comers of a unit 
cube in 3D pose space r = (r1,r2,r3), where 
r, is a leftward rotation, rz is a smile, and r3 
is an u~ward rotation. Our choice of the 
unit cube here is arbitrary; the example 
images can be irregularly spaced in pose 
space r. The image representation s is com- 
puted by assigning img, as a reference image 
and computing optical flow with respect to 
the reference (s, = 0).  For analysis, the 
vector s only contains optical flow in rec- 
tangular boxes around the eyes, nose, and 
mouth (found automaticallv). because the r , ,  

flow computation is robust in these areas. 
The Gaussian radial basis function network 
has eight fixed centers, ui = si. The learning 
procedure estimates the Gaussian widths 
and the ci coefficients (48). The trained 
network can then evaluate the pose r of a 
new input image of the same type-for 
instance, an image of the same person used 
in the training set. Figure 3 shows results 
from such an analysis network. The net- 

( r ,  ,r2,r5) - (0.748,0.802,0.% 

Fi. 3. In the boxed image pairs, the novel input real 
i m w  (left) is fed into an anahtsis network to estimate 
left-&ht rotation r,, expression r,, and up-down ro- 
tation r,. These parameters are then fed into the 
synthesis module, which synthesizes the image 
shown on the right. In principle, this examplebased 
approach can achieve very hi@ compression. Here, 
each frame is compressed to -3 bytes, but the im- 
age is very limited in its range of poses and expres- 
sions. A more realistic system may require the esti- 
mation and sending of 10 to 20 parameters, plus a 
few others that define the image plane transfom- 
t i i s ,  for a total of -20 bytes per frame. 

work described here exploits only image 
shape information s but could be modified 
to also exploit the texture information t. 

We now discuss an example-based tech- 
nique for generating images of nonrigid 3D 
objects as a function of input parameters. This 
image synthesis task-a computer graphics 
task-is the inverse of the problem of image 
analysis; the input-output roles of images and 
pose space are reversed. In our approach, the 
input pose space is hand-crafted by the user to 
represent desired degrees of control over the 
images of the 3D object. After example imag- 
es of the object are assigned to positions ri in 
input pose space (Fig. 2), the example images 
are vectorized to create the corresponding im- 
age representation (si ,~).  A regularization net- 
work is then trained on the example pairs 
(ri,(si,ti)). Given a new pose vector r, the 
synthesis network synthesizes a new image 
(s,t) by interpolating both the shape and tex- 
ture of the example images, thus performing a 
kind of multidimensional morphing. Such a 
synthesis network was used to interpolate the 
eight images of Fig. 2. The vectorized (s,t) 
representation for each example image was 
obtained automatically by computing optical 
flow between the example and the reference 
image img,; inputs to the network are the pose 
parameters (rl,r2,r3). The network follows Eq. 
1, using tensor-product linear splines 
G(r,,r2,r3) = lrll . lrzl . Ir31 as the basis func- 
tion. Eight basis functions are used, one for 
each example (38). Finally, the network out- 
put (s,t) is "rendered" as an image through a 
2D warping algorithm. The shape s represents 
correspondences between the texture t at the 
standard reference shape and the destination 
shape s. Forward warps [see (49)] can be used 

to locally remap pixels t using the set of 
correspondences s. Figure 3 shows novel im- 
ages created by the synthesis network. 

The analysis and synthesis networks can 
each be used independently in a variety of 
applications. The analysis network is not 
limited to face images and can be regarded 
as a trainable man-machine interface that 
could perform customizable gesture recogni- 
tion and therebv drive a comDuter interface. 

- The synthesis network is an alternative 
graphics and a?imation technique that ex- 
tends to real images an approach already 
demonstrated by Poggio and Brunelli (27) 
and Librande (50) for line drawings. Appli- 
cations of the analysis and synthesis net: 
works include teleconferencine and verv " 
low bandwidth video e-mail, that is, video 
encapsulated in e-mail. Figure 3 shows a 
demonstration of the basic idea (5 1 ). 

Large occlusions within the example im- . 
ages can be a problem for the analysis and 
synthesis networks described here, not only 
for the correspondence step but also for the 
representation of actual images. In the syn- 
thesis case. for instance. the reconstruction 
step may have to decide'which of two pixels 
warped to the same image location is the 
visible one. Concepts such as layering (52), 
common in animation techniques, and 
depth ordering from image disparity (40) 
are ways to endow an image-based represen- 
tation with qualitative 3D properties. 

Discussion 

The image analysis and image synthesis net- 
works we have described are just one exam- 
ple of the many approaches that a vector 

Prototype Novel face Novel face 

5. 4. One technique for generating virtual views from a single view is parallel deformation, which is 
simpler than the linear class approach of Vetter and Poggio (23). First, a 2D deformation representing a 
desired transformation is estimated from two prototype images in correspondence. In this example, the 
transformation (a) is a frown, and an optical flow algorithm is used to find feature correspondence at the 
pixel level. The flow is then mapped onto two novel faces (b), and the novel faces are 2D warped to 
synthesize virtual views (c). 
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representation of images makes possible. 
The key step in these applications is the 
computation of dense correspondence be­
tween images—the vectorizing step. Vec-
torization allows, for instance, the creation 
of a flexible model for a class of objects as 
the linear combination of prototype images 
and their affine deformations (53). This 
new type of flexible model can be used as a 
generative model to synthesize novel imag­
es of the same class. Such a model can also 
be used for image analysis by fitting the 
model parameters to an image by means of 
an optimization procedure (14, 34). The 
idea of this analysis-by-synthesis technique 
based on the linear combination of proto­
types (without the use of dense correspon­
dence) was first suggested by Taylor and 
co-workers (16, 26, 30), who have also 
described applications in medicine and oth­
er areas. Blake and Isard applied a similar 
technique to the tracking of dynamically 
changing images (15, 54). 

This flexible model and its associated 
estimation procedure are very closely relat­
ed to the synthesis network described earli­
er [see (44), Eq. 3]. The model can be used 
as a new example-based technique for com­
puting correspondence (14); even though 
standard optical flow techniques work well 
(55), more robust approaches are desirable, 
especially when there are large occlusions 
(56). Once estimated, the parameters of the 
flexible model can be used for indexing and 
recognition and, more generally, for image 
analysis. They can also be used for the 
generation of "virtual" views and the esti­
mation of 3D structure from single images. 
Consider, for instance, the case in which 
only one example image of an object is 
available; this may occur in object recogni­
tion or in analysis and synthesis tasks of the 
type described earlier. Vetter and Poggio 
(23) considered this problem for linear ob­
ject classes. An object belongs to a linear 
class if its 3D structure can be described as 
a linear combination of the 3D structure of 
a small number of prototypes (32). It is 
possible to learn to generate a new virtual 
view of the object from a single example 
view, represented as a 2D shape vector, if 
appropriate prototypical views of other ob­
jects in the same class are available (under 
orthographic projection) (57). In this way 
(see also Fig. 4), new views of a specific face 
with a different pose or expression can be 
estimated and synthesized from a single 
view (23, 24, 58). Similarly, 3D structure 
can be estimated from a single image if the 
images and structures of a sufficient num­
ber of prototypical objects of the same 
class are available (23, 32). Flexible mod­
els of this type can underlie the learning of 
visual tasks in a top-down way, specific to 
object classes. 

An image representation in terms of 
shape and texture vectors allows the use of 
learning and pattern recognition tech­
niques for a variety of computer vision and 
computer graphics tasks (59). The develop­
ments described above may have implica­
tions for the key role of correspondence in 
biological vision (60). Perhaps unsurpris­
ingly, some of the neural mechanisms that 
underlie object recognition in the primate 
cortex seem consistent with the view-based 
networks used in the technical applications 
described here (61) rather than with 3D 
model-based representations. 
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