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Population Dynamics of virus-host cell interaction and the conse- 
quences of immune responses on virus load 
and antigenic diversity. 

Immune Responses to 
Parameters That Influence 

Persistent Viruses Infection Dynamics 

Martin A. Nowak and Charles R. M. Bangham 

Mathematical models, which are based on afirm understanding of biological interactions, 
can provide nonintuitive insights into the dynamics of host responses to infectious agents 
and can suggest new avenues for experimentation. Here, a simple mathematical approach 
is developed to explore the relation between antiviral immune responses, virus load, and 
virus diversity. The model results are compared to data on cytotoxic T cell responses and 
viral diversity in infections with the human T cell leukemia virus (HTLV-1) and the human 
immunodeficiency virus (HIV-I). 

Molecular techniques have provided fun- 
damental insight into the fine detail of the 
unlnune system. But many biologically irn- 
portant questions are not primarily con- 
cerned with the molec~~lar  mechallisms of 
immune recognition but w ~ t h  the popula- 
tlon dynamlcs of the Immune response. 
Such questions usually cannot be answered 
by experimental methods alone but require 
the help of mathematical models. 

These questions arise part~cularly in the 
dynamics of host-paras~te interactions (1).  
In HIV infection, for example, mathemati- 
cal models have been devised to describe 
the slow decline in the numbers of CD4 
cells over many years, the interaction be- 
tween HIV and other opportunistic infec- 
tions, the emergence of drug-resistant virus- 

es, and the consequences of antigenic diver- 
sity and viral evolut~on during single infec- 
tions (2 ,  3) .  In HIV and hepatitis B virus 
(HBV) infection, mathematical models of 
drug treatment dynamics have provided es- 
timates for the turnover rates of Infected 
cells and free virus (4 ,  5). 

The strategy of successful mathematical 
modeling is akin to Ockham's razor: start 
with the smallest number of essential as- 
sumptions and follow the impl~cat~ons rig- 
orously to t h e ~ r  logical conclusions. A n  el- 
egant model can often have greater intrin- 
sic value than an accurate one overloaded 
with detail. blathematical models d~ffer 
from verbal theor~es in giving a precise and 
explicit connection between assumption 
and conclusion. The act of formulating a 
model forces one to ask questions that are 

M. A. Nowak~s ~n the Department ofzoology, University of often overlooked (6).  Here a simple, but 
Oxford, South Parks Road, OX1 3PS Oxford, UK. E-mail: general lnathelnatical fralnework is present- 
nowak@vax.ox.ac.uk. C. R M. Bangham is in the Imperial 
Coleqe School of Medcne at St. Marj 's,  Noriolk Place, ed for and lrnrnune re- 
 ond don W2 1 PG, UK. E-mall, c.bangham@~c.ac.uk sponses. We explore the basic dynamics of 

Vlruses are intracellular parasites that de- 
pend on the host cell to survive and repli- 
cate. The host cell can be damaeed either 

'3 

directly by the virus or by immune respons- 
es to the vinls; the balance of good and 
harm done by the antiviral immune re- 
sponse depends on the amount of virus 
present, the tlssues infected, and the chro- 
nicity of the infection (7). 

The abundance of v~rus-that is, the 
virus load-is an important determinant of 
the outcome of infection with many viruses: 
for instance, in HIV-1 and other lentivirus 
~nfect~ons,  virus load is correlated with 
pathogenicity, disease stage, and progres- 
sion of disease (8, 9);  in HTLV-1, a large 
provirus load is associated with chronic in- 
flammatorv conditions 110): in HBV, the 
level of viremla is correlated with the risk of 
chronic infection (1 1 ) ;  In cytomegalovirus 
infection, the amount of tlssue damage 1s 
related to virus load (12); and In Lassa 
fever, mortality is correlated w ~ t h  the level 
of viremia ( 13). 

Antibodies, cytokines, natural killer cells, 
and T cells are essential comnonents of a 
normal irnmmlne response to a virus. But in 
most virus infections, cytotox~c T lympho- 
cytes (CTLs) play a critical part In antiviral 
defense by attacking v~rus-infected cells. It is 
believed that thev are the main host ~mrnune 
factor that limits the extent of virus repl~ca- 
tion in vivo and thus determines virus load. 
The clearest evidence for the role of these 
cells comes from passive transfer of Immune 
CTLs to mice and humans ( 1  4) .  Using hu- 
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man volunteers, McMichael t.t nl. (15) 
showed that virus-speciflc CTL activity was 
associated with reduced shedd~ng of ~nfluen- 
za virus. There is c~rc~~lnstant ial  evidence for 
the control of vlrus hy CTLs In natural in- 
fections with HIV-1 (16), HTLV-1 (1 7), 
HBV (18), and Epstein-Barr vlrus (19). 

A n  Important concept discussed here is 
CTL responsiveness, which is defined as the 
rate at which an individual lllounts a CTL 
response to a given virus. O n  a cellular 
level, CTL responsiveness is the average 
rate at which specific CTLs proliferate after 
encountering an infected cell. This rate will 
depend on factors such as the affinity of the 
T cell receptor for the combined viral pep- 
tide and major histocompatibility complex 
(MHC)  molecules. The CTL responsive- 
ness against a spec~fic virus is likely to vary 
between individuals and depends, among 
other things, on the genes encoded by the 
MHC, which determine which epitopes of 
the virus are presented to the immune sys- 
tem. The CTL responsiveness of a patient 
can also vary over time: for example, in 
HIV infection it may vary as a result of 
antigenic variation or declining T cell help. 
Emergence of alltagollistic variants may 
also reduce CTL responsiveness. 

In contrast to the inherent property of 
CTL responsiveness, the term "CTL re- 
sponse" denotes the actual n~lmher of vlrus- 
spec~fic CTLs present at a given time. It is 
thls quantity that is measured by III vitro 
assays. The CTL response depends on the 
amount of stim~llation provided by the virus 
and thus on virus load. CTL response and 
virus load are linked to each other in a 
density-dependent fashlon: A strong CTL 
response may reduce virus load, but the 
resulting small virus load will provide less 
stimulation, and in time the CTL response 
will decline. 

Here, we make the following argument: 
( i )  Virus load is an Important determinant 
of disease; ( i ~ )  CTLs limit virus load; (iii) 
therefore, individual variation in CTL re- 
sponsiveness may account for much of the 
observed variation in the outcome of dis- 
ease. The enlphasis here is on  CTLs because 
of their known importance in the defense 
against viruses, but we will show that iden- 
tical principles apply to other host defense 
factors, incl~rding antihody responses. We 
will also discuss the followi~lg q~~est ions,  all 
of which can be addressed by mathematical 
models: How do strong and weak CTL re- 
sponders differ in their equilibrium virus 
load? What is the expected correlation be- 
tween virus load and CTL activity in a 
cross-sectional stu~iy (that is, 111 a compari- 
son between infected individuals)? What is 
the effect of a strong CTL response on virus 
diversity? H o ~ v  does antigenic variation in 
CTL epitopes affect virus load? Why is the 
CTL response to HTLV-1 equally strong in 

people whose HTLV-1 provirus loads dlffer equilibrium of host cells in the absence of 
by a factor of 10 to 100? And, finally, ~f virus. These ass~rmptions lead to the follow- 
CTLs limit HIV replication, why is there no ing system of differential equatlons: 
correlation between the magnitude of the 

k = A - d x - p v  
CTL response and vi1.u~ load (or CD4 cell 
count) in HIV-lnfected patients? j = P ~ L '  - ny 

Models for Infection Dynamics 

Here, we will present three models: first, a 
sunple model for the interaction between a 
replicating virus and host cells; second, a 
model that inc l~~des  i m ~ l n ~ n e  responses 
against infected cells; and, f~nally, a model 
in which the virus is allowed to mutate both 
in terms of replication ability and escape 
from immune responses. Our strategy is to 
consider the simplest possible models and to 
explore their implications. 

Virus rt.plicntion. The basic model of v ~ r a l  
dynamics (1-5) contains three variables: 
~~llinfected cells x, infected cells y ,  and free 
v i r ~ ~ s  particles v (Fig. 1). Infected cells are 
produced from uninfected cells and free vi- 
rus at rate p v  and die at rate ny. Free virus 
is from infected cells at rate ky 
and declines at rate ziv (20). Therefore, the 
average lifetime of an infected cell is l/n 
and the average lifetime of a free virus 
particle is llu; the total mlmber of virus 
particles produced from one cell is /</a. Un- 
infected cells are produced at a constant 
rate, A ,  from a pool of precursor cells and 
die at rate dx. This 1s the simplest possible 
host cell dynamics, which leads to a stable 

Fig. 1. A model for virus- 
CTL interaction, In virus rep- 
lication. free vlrus pariicles 
and uninfected cells pro- 
duce infected cells at rate p. 
lnfected cells produce new 
virus pariicles at rate k.  Un- 
infected cells are assumed 
to be generated at a con- 
stant rate h from a pool of 
precursor cells. Free virus 
and infected and uninfected 
cells decne at rates 11, a ,  
and d.  respectively. The 
~ o ~ u a t i o n  dvnamics is de- 
scilbed by ~ q .  1 .  In the CTL 
response. infected cells and 

If the bas~c reproductive ratlo (1 )  of the 
virus, Ra = PAk/(adz~), is smaller than 1, 
then in the beginning of the infection, each 
virus-infected cell produces on average less 
than one newlv ~nfected cell. Thus, the 
infection canni t  spread, and the system 
returns to the uninfected state where x, = 
Aid, y, = 0,  and t'3 = 0. If Re is larger than 
1, then initially each virus-infected cell pro- 
duces on average more than one newly 
infected cell (exactly R, such cells). The 
infected cell population will increase, 
whereas the uninfected cell population will 
decline and therefore provide less opportu- 
nity for the virus to infect new cells. The 
system will conr7erge (in damped oscilla- 
tions) to the eq~~ilibrlunl 

At  equilibrium, further spread of the vlrus is 
lirnlted by a reduced availability of uni11- 
fected cells. Each infected cell produces now, 
on average, exactly one newly infected cell. 

Virus replication 

4 I. +, o+.'@ 
Unlnfected cell Free vtrus lnfected cell 

I d  J u  J a  

CTL response * Proliferation and killing 

@+c%@Jyw - + 1.7 Pro~feration, no killing 

Infected cell CTL Complex Ll' 

Killng. no proliferation 

+ Abortive interaction - 
specific CTLs form a com- 
plex (at rates). Thls complex dissociates In four pathways, ( I )  The target cell can be kled and the CTLs can 
be stmuated to dvlde (rater,). ( l i )  The CTLs can dvde wlthout kllllng the target cell (rater,). ( i i l )  The target 
cell may be killed, but the CTLs may not divde (rater,). iiv) There may be no killing and no proliferation (rate 
r,). The combined virus replication and CTL response-dynamcs lead to the following kinetic equatons: x 
= h - dx p x v ,  y = pxv - ay - syz + (r, + r,)w, v = ky - uv, z = (r + r, + r,)w - bz - syz, and w = 

szy - m, where x ,  y, v, z, and w denote unnfected cells, infected cells, free vrus, CTLs, and complex. 
respectively. For this, r = r, + r, + r, + ri. The system is equivalent to the simpler Eq. 3 if a steady-state 
approximation 1s vad for the dynamics of the complex. In any case, the system converges to the 
equbrum values gven in Eq. 4 and w = s 9 r .  The CTL responsiveness, c, is given by c = sP, where P 
= (r, + r,)/r IS the probability of CTL proferation after Interaction with an infected cell. Thus, CTL 
responsiveness depends on the rate of complex formaton and the probability of CTL proliferation after 
interacton with a target cell The rate constant of CTL-medated klng, p. 1s glven by p = sQ, where Q = 

(r, + r3)/r IS the probability that the infected cell is kled. The model can be expanded to include dfferent 
subtypes of CTLs (effector and memory cells), whch would dffer primary in the parameters r, to r,. 
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Thus, it is not necessary to evoke an immune 
response to achieve a stable equilibrium level 
of virus in a persistent infection. But such an 
equilibrium has interesting limitations: (i) 
for a noncytopathic virus, most cells will be 
infected and (ii) for a cytopathic virus, the 
total abundance of cells will be greatly re­
duced. Note also that the more cytopathic a 
virus is (larger values of a), the smaller the 
steady-state abundance of free virus and in­
fected cells and the larger the abundance of 
uninfected cells (if all other parameters are 
held constant). Thus, although it is possible 
to attain a stable equilibrium level of virus in 
the absence of an immune response, this will 
usually result in large virus load, severe tissue 
damage, or both (21). 

Immune responses reduce virus load. W e 
can now extend the basic system (Eq. 1) 
with an equation describing immune re­
sponses against infected cells: 

x = \ — dx — p>xv 

y = fixv — ay — pyz 

v = ky — uv 

Z = cyz - bz (3) 

The variable z denotes the magnitude of the 
CTL response—that is, the abundance of 
virus-specific CTLs. The rate of CTL pro­
liferation in response to antigen is given by 
cyz. In the absence of stimulation, CTLs 
decay at rate bz. Infected cells are killed by 
CTLs at rate pyz. These simple dynamics 
can be derived from the kinetic interaction 
between CTLs and infected cells (Fig. 1). 
The parameter c denotes the CTL respon­
siveness, defined earlier as the growth rate 
of specific CTLs after encountering infected 
cells. The parameter p specifies the rate at 
which CTLs kill infected cells (22). 

In the model, there is a minimum level of 
infected cells necessary to stimulate a CTL 
response. If cy > b, the CTL response will 
increase. The long-term outcome of the sys­
tem depends on whether the equilibrium 
abundance of infected cells in the absence of 
a CTL response is above or below this 
threshold value. If cy* < b (where y* is 
defined in Eq. 2), the CTL response may 
become only transiently activated, but even­
tually the system will converge to the equi­
librium given by Eq. 2 without an active 
CTL response. If cy* > b, the system shows 
damped oscillations (23) to the equilibrium 

\cu b bh 
x = ~<—i—, ^T T x y = - 0 = — 

[cdu + pMc) 

z 
\$ck 

a (4) 
(cdu + p>bk) 

There are two interesting aspects of this 
equilibrium. First, the equilibrium abun­
dance of infected cells depends only on the 
immunological parameters b and c. Param­
eters determining the host cell dynamics 

enter only indirectly into the equation by 
means of the condition cy* > b. Second, 
the condition cy* > b is equivalent to the 
conditions x* < x, y* > y, and v* > v. 
Thus, in the above model if there is an 
active CTL response, it will reduce virus 
load and increase the equilibrium abun­
dance of uninfected cells. But the total 
abundance of infected and uninfected cells, 
x. + y, can be increased or decreased by a 
CTL response compared to x* + y*. 

At equilibrium, the average lifetime of 
an infected cell is 11 (a + pz), where a is the 
rate of cell death as a result of virus cyto-
pathicity and pz is the rate of cell death as 
a result of the action of CTLs. We can ask 
how fast CTLs have to kill (compared to 
the virus-mediated death rate) in order to 
reduce the equilibrium virus load by a factor 
/ compared to y*. We find 

„ = a(Ro- D(l-/) 
pz [l + (Ro - D . f l ( > 

where RQ is the basic reproductive ratio of 
the virus, defined above as the number of 
newly infected cells arising from any one 
infected cell, in the absence of a CTL re­
sponse. For example, if R0 = 10, then to 
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reduce the virus load to one-tenth of the 
levels without CTLs (/ = 0.1), CTL-mediated 
killing has to be 43 times faster than virus-
mediated killing, which means that 81% of 
infected cells have to be killed by CTLs. 

Variation in immune responsiveness. The 
model can be used to study the relation 
between CTL responsiveness, c, CTL re­
sponse, J, and virus load, y or 0, in compar­
isons between different patients. The effects 
of individual variation in CTL responsive­
ness are shown in Fig. 2. Although CTL 
responsiveness determines virus load, it is 
not necessarily reflected in the magnitude 
of the CTL response at equilibrium. De­
pending on the detailed assumptions of how 
c (and p) vary among individuals, the equi­
librium CTL abundance may increase at 
small values of c but saturate or decline for 
large values of c or may have no obvious 
correlation to c at all. Therefore, a strong 
responder is characterized by large values of 
c (and p), not necessarily by large values of 
Z. A strong responder limits the virus to low 
levels, where it provides only a weak stim­
ulus for CTL proliferation. A weak respond­
er allows a large virus population, which 
provides a stronger stimulus for CTL prolif­
eration. Thus, strong and weak responders 
will differ in virus load but may have similar 
levels of CTL response. This seemingly 
nonintuitive result is a well-known feature 
of predator-prey dynamics. A similar result 
can be obtained for antibody responsiveness 
and virus load (24). This underlines the 

Fig. 2. The effect of individual variation in CTL responsiveness 
on virus load and CTL response. CTL responsiveness is defined 
as the rate at which viral-specific CTLs proliferate after encoun­
tering infected cells, whereas CTL response refers to the abun­
dance of viral-specific CTLs in an infected individual. The virus-
CTL model of Fig. 1 and Eq. 3 leads to an equilibrium (Eq. 4) that 
was used for this illustration. Model 1 assumes that variation 
between individuals is confined to CTL responsiveness c, 
whereas the rate of CTL-mediated killing, p, is constant. Model 2 
assumes that individuals differ both in c and p but that the two 
parameters are linked to each other. Model 3 assumes that 
patients differ in both c and p but that these are (largely) uncor­
rected. (A) For all three models, virus load is inversely correlated 
with CTL responsiveness c (except for small values of c, there is 
no CTL response and virus load is controlled only by target cell 
availability). (B and C) In models 1 (B) and 2 (C), the equilibrium 
CTL response, z, increases for small values of c but saturates or 
even declines for large values of c. (D and E) Model 3 shows no 
correlation between CTL response and CTL responsiveness (D) 
or between CTL response and virus load (E). In all three scenar­
ios, strong and weak responders will differ in their virus load but 
may not differ in their CTL response. Parameter values are as 
follows: X = 1, d = 0.01, a = 0.5, 0' = (3/c/i/ = 0.05, and b = 
0.05; in model 1, p = 1; in model 2, p = c. From Fig. 1., we know 
c = sP and p = sQ, respectively. Therefore, in model 1, P varies 
between individuals, whereas in model 2, s varies. For model 3, 
we take values for s from an exponential distribution (mean = 5) 
and values for P and Q from a uniform distribution between 0 and 
1. More generally, the models can be interpreted as describing 
any type of specific immune response against a replicating 
pathogen; in this case, CTL responsiveness and response should 
be read as immune responsiveness and response, respectively. 
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generality of the  idea that itnmune respon- 
siveness determines virus load a t  equilibri- 
um but that there need not be a sitnple 
correlation between immune resvonsive- 

type i. Viral variants differ in their antigenic 
specificity, in the  rate a t  which they infect 
cells (Pi), and in the rate of virus produc- 
tion (k,). T h e  variable z, denotes the  mag- 
nitude of the  specific C T L  response against 
variant i. There are n virus variants in the  
systetn (i = 1, . . . , n ) ,  only a fraction of 
which will survive a t  equilibrium. This 
"eauilibrium di\,ersitvM deoends o n  the  

tigenic stimulation (29). In an  antigenically 
homogeneous virus population, the most im- 
munogenic epitope will induce the dominant 
response (at equilibrium). Antigenic \,ariation 
in the immunodominant epitope can shift the 
response toward other, less imtnunogenic 
epitopes (29). In antigenically diverse virus 
populations, there can be fluctuating respons- 
es against several epitopes simultaneously. 

T h e  consequence of tnultiple epitope re- 
sponses on virus load and di\,ersity can be 
seen when responses against variable and 

ness and the  magnitude of the  itnnlune 
response in cotnparisons among different 
infected indi\,iduals. 

Viral diclersity and escape from immune 
response. Viral diversity is a consequence of 
mutation and selection. T h e  short replica- 
t ion time of viruses gives thetn enormous 
potential for rapid genetic change in re- 
sponse to  selection forces. Virus popula- 
tions, even in single hosts, often consist of 
ensetnbles of many different genetic se- 
quences, the  so-called quasi species (25).  

T h e  immune response against a continu- 
ously replicating \,irus provides selection 
pressure for antigenic variation. There is e\,- 
idence of C T L  escape tnutations in infec- 
tions with HIV-1, HTLV-1, HRV, LCMV, 
and mouse retro\.iruses 126). Rare mutants 

CTL responsiveness,' c, & the  patient 
against the  virus; a strong responder selects 
for higher diversity (27) .  

T h e  model can sitnulate the  dynamics of 
indi\,idual infections where new viral \ ,x i -  

conserved epitopes are considered (Fig. 4). 
Responses against conserved epitopes en- 

ants are continuously being produced (Fig. 
3). T h e  effect of viral di\,ersity is to increase 
virus load. In  this model. this leads to  a 

hance cotnpetition among viral mutants and 
thereby reduce diversity in variable regions 
of the genome (30). If patients differ ll~ainly 

positi\,e correlation between load and di- 
versity if a patient is followed longitudinal- 
ly, provided that the  immune responsive- 
ness c is constant over time (28).  T h e  rela- 
tion between load and di\,ersitv in comoar- 

in their responsi\,eness to conserved epi- 
topes, the model predicts a positive correla- 
tion between load and diversity: a weak re- 
sponder will allow a large virus load and will 
provide little selection pressure against di- , , 

that are not seen by ongoing ilntnune re- 
sponses can have a growth advantage and 
may therefore increase in abundance. But 
variation is opposed by functional con- 
straints: virus mutants have to ~nainta in  suf- 

isons among different infected ;ndi\,idui1s is 
more complicated. A strong responder 
(larger \,slues of c) limits the  virus to low 
abundance and selects for antigenic \,aria- 
tion. A weak resvonder (smaller values of c) 

\,ersity, whereas a strong responder will se- 
lect for low di\,ersity and will also limit the 
virus population to low levels. If patients 
differ ~nainly in their responsiveness to vari- 
able eoitoves, then the  situation is as de- 

ficiently high replication rates to cotnpete 
for available target cells. T h e  following mod- 

allows the  virus'to replicate to  high abun: 
dance and orovides little selection for 

L L 

scribed pre\,~ously; the  model predicts a neg- 
atlr7e correlation between load and dlr~ersitv 

u u 

el illustrates the interplay between selection 
pressures for and against di\,ersification: 

\,ariation. But antigenic diversity will tend 
to  increase virus load. T h e  model we de- 
scribe above suggests that  a negative cor- 
relation between virus load and diversity is 
the  most likely outcome in  cross-sectional 
studies (27) .  

Immune responses against multiple epitopes. 
A n  individual's immune system is able to 

in cross-sectional studies. 

Applying the Model 

HTLV. HTLV-1 causes a persistent infec- 
tion that re t~ai t ls  asytnptomatic in 95% of 
infected individuals. T h e  pro\,irus load can 
differ by more than 100 times among infect- 
ed people; those with a large load tend to mount responses against several epitopes of a 

virus. ivlathematical models suggest that re- 1, = cy17, - bz, ( 6 )  

Here, y, and v, denote, respectively, the  
abundance of infected cells and free virus of 

sponses against different epitopes are not in- 
dependent of each other but compete for an- Epitope A Epitope B 

(variable) (conserved) 
.X x.x..xy.x...x .-... x .... x .--.......... x .......................... * 

u 1 
Fig. 3. (A through D) The sequentlal evolution of A Weak responder C Strong responder 
vlrus load and dlverslty In a weak and a strong 5 

mmune responder Antgenc mutants are contln- ;; 2 
2' 

100, /-- 

ually generated over tlme (x a x ~ )  In the weak re- = 0 5  
sponder, the vlrus load 1s large Addng new mu- 2 0 2 
tants has llttle effect on vrus load iAi and vrus vr in-13 

0 21 
I in-11 

t Dominant response 

\ ,  2 ' - 1 ,  , , / ' - I  , , 1 
diversity (B). Only a small fraction of the viral mu- 2O 30 40 50 20 30 40 50 
tants can survive. The dominant selection force is - - Dominant response 7 
compet~tlon for fast repcat~on In the strong re- 25 25 T- s 20 20 - 7-1 
sponder vrus load IS small ntally but Increases as 
new vlra mutants are generated (C) Many of the $ 15 1 5  - 
mutants perslst and dverslty Increases over tme 
(D) The domlnant selecton force 1s escape from 
the mmune response In both ndvlduals vlrus d -  

lL=A 10 20 30 40 50 l!] 10 , ' ,  20 30 , 40 50 l 
verslty ~ncreased vrus load The computer slmua- Number of mutants Number of mutants 
tlon IS based on the system (6) and shows e q u b -  E 
rlum values of vlrus load and dverslty (measured by the Inverse of the 9 2)"" *AT, 

Slmpson ndex y2/2 y" The same parameter values were used here ;; 10' I 

as In Flg 2 c = 0 05 for the weak responder and c = 1 for the strong 3 0 5 i 

responder The values for p were taken from a unform d~str~but~on 0 21 
between 0 and 0 05 (E) An Inverse correlatlon between vlrus load and - ;; 
dverslty In a s~mulat~on of a cross-sectlona study among different 0 05 K 

patents measured at equal tlme points after lnfecton Patlents dffer In > * Y 

thelr respons~veness c Thus the model generates a posltlve correa- O o 2  
10 2'0 30 40 50 

tlon between vlrus load and dlverslty n a long~tud~nal study but a Diverslty ( D )  
negatve correlaton In a cross-sectlona study 

Fig. 4. Immune responses can provide selection 
pressure for or against viral diversity. A strong 
response to a variable epitope selects for escape 
mutations that may be inside or outside of the 
relevant epitope. These mutations can induce 
secondary mutations to maintain viral function. A 
strong response to a conserved epitope provides 
a selection pressure that enhances competition 
among possible virus variants and therefore re- 
duces viral diversity. Whether an epitope is con- 
served will mostly depend on functional con- 
straints acting on the viral sequence in this 
epitope. The figure shows diversity in various re- 
gions of the viral genome depending on the target 
epitope of the dominant immune response (ar- 
row). Conserved positions are indicated by dash- 
es, variable positions by "x." 
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develop inflammatory diseases, such as trop- 
ical spastic paraparesis-HTLV-I-associated 
myelopathy (TSP-HAM) (1 0). Most infect- 
ed individuals have a c h r o ~ l i c a l l ~  activated 
HTLV-1-specific C T L  response, which ex- 
erts significant selection o n  the virus (31 ). 
However, we have found no  significant dif- 
ference in the magnitude of the fresh or 
memory C T L  response between healthy car- 
riers and TSP-HAM patients. 

This paradox is resolved by oul. model, if 
we assume that people differ in their C T L  
responsiveness to HTLV-1. O n  this hypoth- 
esis, healthy carriers are strong C T L  re- 
sponders and therefore have a small virus 
load, whereas TSP-HAM patients are weak 
responders and therefore have a large virus 
load. But both groups can have similar lev- 
els of C T L  response (Fig. 2) .  

W h a t  is the  effect of a powerf~il C T L  
response o n  the sequence diversity of the  
virus population! Significant nucleotide 
and antigenic diversity exists in the  domi- 
nant  C T L  target antigen Tax. Healthy car- 
riers have more sequence ili\,ersity in Tax 
than TSP-HAM patients do  (31).  In  the  
model, CTLs directed against variable 
epitopes select for increased sequence diver- 
sity; therefore, strong CTL responders 
should develop greater diversity. Thus, the  
lllodel provides potential explanations for 
obsen,ations in HTLV-1 infection that 
were not pre\,iously available. 

HIV. In  HIV-1 infection, specific C T L  
responses arise early in primary infection 
and are lost in  the  final stages of the  disease. 
They are believed to control virus replica- 
tion during most of the  asymptonlatic phase 
(1 6 )  by killing infected cells anil releasing 
cheinokines that inhibit viral growth (32).  
Long-term survival of HIV-1 infection is 
usually correlated with good immune re- 
sponses to the  virus and small virus load (8). 
But in recent studies, no  correlation was 
found between either a patient's virus load 
or C D 4  cell co~unt and the  magnitude of the  
C T L  response (33) .  

If patients differ in their C T L  respon- 
siveness against HIV, our model predicts 
that weak responders allow large viral loads, 
whereas strong responders h i t  the  virus to  
low levels. But both groups of patients may 
have comparable amounts of HIV-specific 
CTLs. Assuming that C T L  responsiveness, 
c, decreases over time of infection (because 
of CD4 cell depletion or shift of immune 
responses to less ilnmunogenic epitopes), 
then according to the  model this decrease 
will result p r i ~ l ~ a r i l ~  III increased virus load 
but may not reduce the  amount of HIV- 
specific CTLs. Consei~uently, a patient with 
a low CD4 cell c o ~ i n t  and a large virus load 
can have a n  amount of HIV-specific CTLs 
similar to those in a patient with a high 
CD4 cell count anil a small virus load. 

In HIV-infected patients, viral iliversity 

increases over the  time since infection (34).  
But it has been reported that fast progres- 
sion is normally associated with large virus 
load and low di\,ersity, whereas slolv pro- 
gressors tend to have a small viral load but 
accumulate considerable diversity (35).  Our  
model suggests that in individual infections, 
the  effect of antigenic diversity is to in- 
crease virus load. In co~nparisons between 
different patients, however, the  correlation 
between virus load and diversity can be 
positive or negative, depending o n  whether 
major immune responses are directed 
against conserved or variable regions of the  
virus. A n  inverse correlation between load 
and diversity is the  theoretical expectation 
if patients mainly differ in their immune 
responsiveness to variable HIV epitopes. 

Any  theory of HIV disease progression 
has to  explain how the  rapid turnover of 
virus and cells ( 4 )  leads to  a slow decline 
of C D 4  cells over many years. Virus evo- 
lution can  slowly shift t he  steady state 
between virus load and immune control. 
Increasing antigenic diversity can  increase 
virus load (3 ) .  Antigenic escape can also 
di\,ert i m m ~ i n e  responses to  less imtnuno- 
genic epitopes, thereby again increasing 
virus load (29) .  

Conclusions and Testable 
Consequences 

LVe have explored the  effects of individual 
variation in immune responsi\,eness o n  virus 
load and diversity. W e  analyzed the interac- 
tion between virus replication and C T L  re- 
sponses, but our findings also apply to anti- 
body- or cytokine-mediated immunity. 

T h e  C T L  responsiveness of a patient to 
a given \,inis is defined as the  inherent rate 
of C T L  proliferation after virus-infected 
cells are encountered. In simple mathemat- 
ical models, C T L  responsiveness determines 
virus load, but there may be no  obvious 
correlation between virus load and the  
abundance of antiviral CTLs. Strong and 
weak responders may differ in vlrus load hut 
can have similar levels of measurable C T L  
response. Therefore, a better indicator of 
C T L  responsiveness 1s the  equilibrium virus 
load. rather than the  abundance of virus- 

tion for or against diversity. Responses to 
conserved epitopes enhance competition 
among virus variants and therefore reduce 
diversity, whereas responses to  variable 
epitopes can increase diversity. T h e  relation 
between viral load and diversity depends o n  
whether the  dominant immune responses 
are directed against variable or conserved 
epitopes. If patients differ rllainly in their 
itninune responsiveness to  variable epi- 
topes, the  model predicts a negative corre- 
lation between virus load and diversity in 
comparisons between patients. If individu- 
als differ primarily in their immune respon- 
siveness to conserved epitopes of the  virus, 
a ~ o s i t i v e  correlation between load and di- 
versity is predicted. Virus sequence diversity 
will be lower in those patients with a d o n -  
inant C T L  response against a single con- 
served epitope. In  a given individual, in- 
creasing viral diversity will, o n  average, in- 
crease virus load. 

A quantitative understanding of the  im- 
mune response to a virus requires experi- 
nlental methods to measure the  rates a t  
which different effector mechanisllls of the  
immune system are elicited by a given 
quantity of virus and the  rates at which 
these ~nechanisms kill infected cells, inhibit 
virus replication, or eliminate free virus. 
Specifically for CTLs, we need to know the  
rate of vroliferation after contact with a n  
infected cell and the  fraction of virus-in- 
fected cells that is eliminated because of 
CTL-mediated lysis as opposed to viral cy- 
topathicity. Measurement of such quantities 
and \,irus load-and their variation be- 
tween individuals-will provide a detailed 
~inderstanding of viral pathogenesis and im- 
mune control 

REFERENCES AND NOTES 

1 .  R. M. Anderson and R. M, May, Infectious Diseases 
ofHuinans (Oxford Un~v, Press, Oxford, 1991): R. M, 
Anderson, Science 264, 1884 (1 994). 

2 R M. Anderson and R M. May, in Cell to CellSignal- 
bno. A Goldbetter. Ed. (Academic Press. New York. 

n 33.5. Z ~ a u r  At a/. . Exn. Hernatol 19. 364 
-! ,~ - - - -~ 

(1991); A. R. McLean and M A. Nowak, J Theor 
Biol. 155, 69 (1 992); AlDS 6, 71 (1 992); A. S. Perel- 
son el a1 . Math Biosci. 11 4, 81 (1 993). S. D W. 
Frost and A R McLean, AlDS 8. 323 (1994), A. N 
Phlips, Science 271, 497 (1 996), J. E. M~ttler, B. R 
Levn. R. Antd. J. Acauired linmune Deiic. Svndr., in 

specific CTLs. This result can explain the  press. 

nollilltuitive observation that ill HTLV and 3 M A Nowaketal, Science 254,963 (1 991); R. J de 
Boer and M. C. Boerjst, Proc. Natl. Acad Sci. 

HIV infection, virus load is not correlated U.S.A. 91, 544 (1 994); A. Sasaki. J. Theor. Biol. 168, 
with the  magnitude of the  C T L  response, 291 (1994). M A. Nowak and A J McMchael. Sci. 

alId yet C T L ~  are believed to play a lnajor Am 273, 2, 58 (1995); R. Antla et a / .  Proc Nail 
. . Acad. Sci. U S.A. 93, 985 (1 996) 

part in controlling V ~ ~ L I S  replication in hoth 4, D D HO e t a / .  ~~t~~~ 373. 123 11gg5\, x W e  eta/ , ,  
cases. A testable consequence is that in ibid., p. 1 1 7; J. M. Coffn, Science 267. 483 (1 995); 

population studies, polymorphic variants 6f M A. Nowak et a/. , Nature 375. 193 (1995), A. S. 
Perelson et a/., Science 271, 1582 (1 996). A. V. M. 

genetic factors that control immune respon- Herr et a/., Proc. Natl. Acad Sci U.S.A., in press. 
siveness (for examole, M H C  moteins) will 5. M. A Nowak et a / .  Proc. Natl. Acad ~ c i  USA.,  n 

he pr~marily associated with differences in press 

virus load (36).  6. Never belleve In data unless conf~rmed by theory 
(ascribed to Sir Lawrence Bragg) 

T h e  mathenlatical nlodels also show 7, R M zlnkernagel, science 271, 173 (1996) 
that immune responses can provide selec- 8. M. Tersmette et a/., J. 1Virol. 62, 2026 (1988): B Asjo 

SCIENCE \/OL 272 5 APRIL 1996 



et al., AIDS Res. Hum. Retroviruses 6, 1177 (1990); 
A. Munoz et al., J. Acquired Immune Defic. Syndr. 5, 
694 (1992); J. W. Mellors et al., Ann. Intern. Med. 
122, 573 (1995); B. F. Haynes, G. Pantaleo, A. S. 
Fauci, Science 271, 324 (1996). 

9. R. I. Connor et al., J. Virol. 67,1772 (1993); M. Piatak 
et al., Science 259, 1749 (1993); K. Saksela et al., 
Proc. Natl. Acad. Sci. U.S.A. 91, 1104 (1994); L. J. 
Diehl etal., J. Virol. 69, 2328 (1995); M. R. Furtado et 
al., ibid., p. 2092; V. M. Hirsch etal., ibid., p. 955; 
E. Hogervorst et al., J. Infect. Dis. 171, 811 (1995). 

10. C. R. M. Bangham, Curr. Opin. Neurobiol. 3, 773 
(1993). 

11. T.-L Fong etal., J. Med. Virol. 43, 155(1994); R. D. 
Burkef al., J. Infect. Dis. 170, 1418 (1994). 

12. J. D. Shanley, L. Biczak, S. J. Formon, J. Infect. Dis. 
167, 264 (1993); M. J. Reddehase et al, J. Exp. 
Med. 179, 185 (1994); J. C. Fox et al., J. Gen. Virol. 
76,309(1995). 

13. J. B. McCormick et al., N. Engl. J. Med. 314, 20 
(1986). 

14. K. L. Yap et al., Nature 273, 238 (1978); Y. Lin and 
B. A. Askonas, J. Exp. Med. 154, 225 (1981); J. A. 
Byrne and M. B. Oldstone, J. Virol. 51, 682 (1984); 
M. B. A. Oldstone, Nature 321, 239 (1986); M. J. 
Cannon et al., Immunology 62, 133 (1987); S. R. 
Riddell et al, Science 257, 238 (1992); E. Papado-
poulos et al, N. Engl. J. Med. 330, 1185 (1994); 
C. M. Rooney et al., Lancet 345, 9 (1995). 

15. A. J. McMichael et al, N. Engl. J. Med. 309, 13 
(1983). 

16. C. Graziosi etal., Proc. Natl. Acad. Sci. U.S.A. 90, 
6405 (1993); P. Borrow et al., J. Virol. 68, 6103 
(1994); R. A. Koup et al, ibid., p. 4650; A. J. 
McMichael and B. D. Walker, AIDS 8 (suppl. 1),S155 
(1994); G. Pantaleo et al., Nature 370, 463 (1994); 
K. Ariyoshi et al., AIDS 9, 555 (1995); M. McElrath et 
al.,J. Virol. 68,5074(1994). 

17. C. E. Parker et al, Virology 188, 628 (1992); C. E. 
Parker et al., J. Virol. 68, 2860 (1994); S. Daenke et 
al, Virology 217, 139(1996). 

18. A. Penna et al, J. Exp. Med. 174, 1565 (1991); 
A. Bertoletti etal, ibid. 180, 933 (1994); B. Reher-
mann etal, J. Clin. Invest. 96, 1527 (1995). 

19. A. B. Rickinson, in The Epstein-Barr Virus: Recent 
Advances, M. A. Epstein and B. G. Achong, Eds. 
(Heinemann Medical, London, 1986), pp. 75-125; 
R. J. Murray et al., J. Exp. Med. 176, 157 (1992); R. 
Khanna etal, J. Immunol. 150, 5154 (1993); P.-O. 
de Campos-Lima et al., Science 260, 98 (1993). 

20. More accurately, the decay rate of free virus should 
also include a term for absorption of virus particles 
by host cells and should thus depend on host cell 
abundance. But if a large number of virus particles 
is produced, only a few of which will end up in host 
cells, then a constant death term is a reasonable 
approximation. 

21. For a noncytopathic virus, where a ^ d, we find y7x* 
~ R0. For cytopathic viruses, where a : » d, we 
derive (x* + y*)/x0 « d/a. These approximations are 
based on the natural assumption that R0 is signifi­
cantly greater than 1. In addition, for any virus we 

have x* = x0/R0, which means that x* will be much 
smaller than x0. 

22. In this model, we assume that the primary role of 
CTLs is to eliminate infected cells. Instead, we could 
also assume that CTLs release cytokines that inhibit 
infection of new cells. In both cases, we find similar 
results for the relation between equilibrium virus load, 
abundance of CTLs, and CTL responsiveness c. 

23. For some parameter values, oscillations can go over 
several orders of magnitude and continue for a long 
time. But in more complicated, more realistic mod­
els, spatial heterogeneity or saturation effects in the 
rate of immune stimulation will lead to a rapid and 
efficient damping. We have checked this, for exam­
ple, by using immune response equations of the type 
z = r\cy + z[cy/{1 + ez + by) - b], which are dis­
cussed in R. de Boer and A. S. Perelson, J. Theor. 
Biol. 175, 567 (1995), and M. A. Nowak et al., ibid., 
p. 325. 

24. Considering antibody responses, w, to free virus, the 
equations become x = X - dx -pxv, y = fixv - ay, 
v = ky - uv - qvw, and w = rvw - hw. The param­
eter r describes the rate constant of stimulation of 
antibody responses (B cell proliferation) of a patient 
to a given virus—that is, the patient's antibody re­
sponsiveness. Solving for the equilibrium, we obtain 
similar relations between antibody responsiveness r, 
virus load v, and the magnitude of the antibody re­
sponse w as in the CTL model. 

25. M. Eigen and P. Schuster, Naturwissenschaften 64, 
541 (1977); B. H. Hahn et al., Science 232, 1548 
(1986); D. A. Steinhauer and J. J. Holland, Annu. 
Rev. Microbiol. 41, 409 (1987); M. S. Saag et al., 
Nature 334, 440 (1988); R. Cheynier et al., Adv. Exp. 
Med. Biol. 374, 173(1995). 

26. R. E. Phillips etal, Nature 354, 453 (1991); S. Nie­
wiesk ef a/.., J. Virol. 69,2649(1995); H. Pircherefa/., 
Nature 346, 629 (1990); D. Moskophidis and R. M. 
Zinkemagel, J. Virol. 69, 2187 (1995); U.-C. Meier et 
al, Science 270, 1360 (1995); C. Ferrari et al, Se-
min. Virol. 7,23(1996). 

27. For a given choice of parameter values, the system 
(6) admits always one stable equilibrium that can be 
calculated as follows. We introduce the combined 
parameter p,' = fy/c/iv and label the mutants such 
that p; > . . . >p; r We define £,. = X/[d + {b/c) (p; + 
. . . + p/)] and use vf = ky/u. The first m mutants will 
be present at equilibrium, where m is the largest 
index such that P ^ ^ > a. If in addition $'m£m < a, 
then the /nth mutant will not induce a specific im­
mune response zm, but will be regulated by reduced 
target cell availability. The equilibrium is given by x = 
a/pm, yj = b/c, and z,- = a(p,'/pm - 1 )/p, where / = 1, 

m - 1, ym = \[1/a - 1 / ^ ^ ) ] , and zm = 0. 
If $'m%m > a, then the equilibrium is x = im, y. = b/c, 
andz,. = (p,'£m - a)/p, where/ = 1 m. For a given 
value of c, increasing the number n of mutants will in 
general increase the number m of survivors at equi­
librium and therefore increase virus load. Thus, there 
is a positive correlation between virus load, y = Xy-, 
and diversity, m, if an infected individual is followed 
over time (and c is constant). But for a cross-section­

al comparison among patients with the same n but 
different c, we obtain a negative correlation: for a 
large number of strains, the index m is approximately 
given by the relation fi'n£m = a. Using y = mb/c, we 
obtain y = m$'m\/a - d) (Pi + . . . + $'m) which is for 
natural choices of p/ a decreasing function of m. 

28. This holds as long as there is an immune response 
acting on the virus. For example, in the final stages of 
AIDS (acquired immunodeficiency syndrome), we 
expect large viral loads with low antigenic diversity, 
because the immunological pressure against the vi­
rus has disappeared. Furthermore, newly emerging 
escape variants and oscillatory dynamics can make 
it difficult to verify the positive correlation between 
load and diversity in practice. It is also possible to 
construct situations where adding another mutant 
can indeed reduce virus load [S. Bonhoeffer and M. 
A. Nowak, Immunol. Todays, 131 (1995)]. 

29. M. A. Nowak et al., Nature 375, 606 (1995). 
30. The simplest model to show this is y = y ^ - pzf -

qw), Z; = z{cy, - b), and w = w{ky - b), where y,, zh 

and w denote infected cells, CTLs to the variable 
epitope, and CTLs to the conserved epitope, re­
spectively. Viral growth is exponential and given by r, 
with r-, > . . . > rn. At the neutrally stable equilibrium, 
m viral variants will survive, where m is the smallest 
number larger than elk. Thus, a large immune re­
sponsiveness against the conserved epitope (large 
values of k) will reduce viral diversity. 

31. C. R. M. Bangham etal., Semin. Virol. 7, 41 (1996); 
S. Niewiesk et al, J. Virol. 68, 6778 (1994); S. 
Niewiesk and C. R. M. Bangham, J. Mol. Evol, in 
press. 

32. C. M. Walker, D. J. Moody, D. P. Stites, J. A. Levy, 
Science 234, 1563 (1986); M. Baier et al, Nature 
378, 563 (1995); F. Cocchi et al., Science 270,1811 
(1995). 

33. C. Rinaldo et al, J. Virol. 69, 5838 (1995); C. R. 
Rinaldo et al., AIDS Res. Hum. Retroviruses 11, 481 
(1995). 

34. E. C. Holmes etal., Proc. Natl. Acad. Sci. U.S.A. 89, 
4835 (1992); S. Bonhoeffer et al, Nature 376, 125 
(1995). 

35. E.L. Delwart et al., J. Virol. 68, 6672 (1994). 
36. There is increasing evidence that genetic polymor­

phisms influence the severity of infectious diseases 
and that MHC and genes encoding other proteins, 
such as tumor necrosis factor (TNF) or interferon 7, 
function in determining immune responsiveness and 
the outcome of infections [A. C. Allison, Cold Spring 
Harbor Symp. Quant. Biol. 29, 137 (1964); M. B. A. 
Oldstone et al, J. Exp. Med. 137,1201 (1973); R. M. 
Zinkemagel et al, Nature 316, 814 (1985); A. V. S. 
Hill et al., ibid. 352, 595 (1991); J.-F. Bureau et al., 
Nature Genet. 5, 87 (1993); D. Moskophidis et al., J. 
Immunol. 152, 4976 (1994); W. McGuire etal, Na­
ture 371, 508 (1994); M. R. Thursz et al., N. Engl. J. 
Med. 332, 1065(1995)]. 

37. We thank R. Anderson, B. Bittner, S. Bonhoeffer, R. 
May, C. Parker, D. Shotton, and K. Sigmund for 
discussions. Support from the Wellcome Trust and 
Keble College is gratefully acknowledged. 

SCIENCE • VOL. 272 • 5 APRIL 1996 79 


