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W e  tound that i n c o l p o ~ a t ~ n g  perihelion 
calendar shifts in the  network of U.S sta- 
tlons had n o  effect o n  the annual mean 
temperature trends However, monthly d ~ f -  

Testing for Bias in the Climate Record ferences did appear ( F I ~  I ) ,  but a questlon 
arose with regard to  the  significance of the  
monthly difference How much IS simply 

W e  have tested t\ \o of the conclusions perihelion from the beginning of the record due to random chance ( that  is, the  vagaries 
made by Dar id J Thoinson In his artlcle (1 ) to the end of the  record (4)] Such a test of meather over two days during the  course 
That  "anomaly series in clnnate research bounds the maxlmum impact of precesslon of 75 to 85 years)? T h ~ s  may be reflected by 
that have been deseasonallzed by subtracting because the  differences wlll also result from the  end of 1 month hawng a spell of weath- 
monthly avelages need to be recomputed" seasonal effects and the random effects of er significantly different from the  beginning 
and that "s~gn~ficant  efforts must be made to weather as \\ell as any effects due to preces- of the  next month Even over long records 
understand the consequences of the annual sion of the orblt it is conceir~able that such a n  effect may not 
temperature cycle follou ing precession rath- 
er than the equinoxes, and of the capture 
effect " Unlike Tho~nson ,  n7e used daily data, Low persistence, low variability High persistence, high variability 
w h c h  IS necessari to detect possible bias 

$roo 
bser 

resulting from precession in an  instrumental 80 
cllrnate record based 011 deseasonalized cli- a 

mate trends. g 60 
LL 

W e  tested Thoinson's assertions wlth the 40 

use of 144 long-term stations (each statlon 20 

geneially spann~ng  about 75 to 85 years) o 
within the -co l~ t i~uous  United States. Most 
of these stations were derived from the  U.S. 
Historical Climate Network (2).  W e  also 
used the  longest homogeneous daily series 
available, the  Central England Temperature 
(CET) time series (3). Gsing these series, we 
estimated the  change in monthly, seasonal, 
and annual trends, allowing for the change 
in perihelion dates. Over the  span of the  
C E T  time series, 219 years, the change is 
about 5 days, and for the U.S. stations the 
change amounts to 2 days (perihelion shifts 
toward increasing Julian days). W e  com- 
pared monthly trends of temperature (calcu- 
lated from deseasonalized anomalies of daily 
mean, maximum, and minimum teinuera- 
tures based on Gregorian calendar months) 
with trends derived from deseasonalized val- 
ues [where the days included in each month 
were offset by the change in the  date of 
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Fig. 1. D~stribution of the observed differences (1°C per century) of monthly trends n mean dally 
mnmum temperature between standard deseasonalized monthly anomalies and those calculated using 
a shifted calendar consistent with the Earth's precession of orbit (A) versus those simulated where only 
the effects of seasonal~ty and day-to-day weather variability are active (8). Each set of differences is 
categorized by variance and day-to-day persistence of weather anomalies (both quantities are partitioned 
by the upper and lower one-half of the distribution of values for all months and all stations). Dark center, 
little or no difference: striped bars, positive or negative differences. 
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cancel. T o  calculate the distribution of such 
a n  ~nfluence, trends at each of the 144 U.S. 
stations were sinlulated with a n  annual cv- 
cle calculated from observed daily data ( the  
first five harmonics c a ~ t u r e d  most of the 
variance in the annual cycle) as well as the 
autocorrelation and variance of the stan- 
dard ~nonthly means. A n  auto-regressive 
model (5)  of order 1 (AR-1 model) was fit 
to the residuals of the dailv temoeratures 
minus the value of the sum Sf theLharmon- 
ics, and the variance of each month was 
calc~~lated In the same manner. T h e  data at 
each statlon were si~nulated w ~ t h  the use of 
the mean appropriate for the day of the year 
calculated from the har~nonics and the oer- 
turbation about this mean from the AR-1 
model. Trends were then calculated using - 
the same calendar offset as calculated from 
precession of the Earth's orbit, as described 
above, and subtracted from the trends with- 
out the offset. T h e  results were stratified by 
the magnitude of the persistence and vari- 
ance term in the AR-1 model. A 2 x 2 
continencv table was deve lo~ed  with class 
limits based o n  the median value of persis- 
tence and variance for all stations and all 
months. A significant portion of the differ- 
ence in trends was found to be a result of 
the vagaries of weather and had nothing to 
do with precession of the orbit (Fig. 1) .  W e  
show the result for the ~ninirnum tempera- 
ture (Fig. I ) ,  but results are similar for the 
maximum and meail temperature. 

T h e  effect of perihelion should be most 
apparent in the longest daily data set avail- 
able, the CET. After incorporating the peri- 
helion dates into the CET data set, spring 
(March, April, and May) alarmed relative 
to the standard trends by 0.4Z°C over the 
219 years and autumn cooled by 0.4b°C. 
Using standard ~nonthly data, we found that 
winter warmed relative to surnlner over 
1772 to 1990 by 1 .I  "C; allowing for perihe- 
lion reduced this difference to l.O°C. For 
the last 100 years (1891-1990), trend dif- 
ferences for the C E T  series are within the 
+0 .2 i °C  range, falling in the center of the 
U.S. distributio~ls (Fig. 1).  

I n s ~ e c t i o n  of the differences in trends 
calculated with and without the shift in 
calendar dates indicated that a bias was 
introduced during the transition seasons. It 
averaged between 0.05" and O.lO°C per 
century, with a positive bias during spring 
and a negative one during the autumn. This 
was due to shifting the calendar to later in 
the season. During summer and winter the 
slight shift of 2 days showed little bias, and 
even a 5-day offset in the C E T  time series 
oroduced onlv small differences. 

In sum, k e  find Thomson's concerns 
about the manner in which climatolo~ists 

u 

have calculated trends on  ~non th ly  and an- 
nual time series to be of little conseauence 
during the instrumental climate record. 

Thomas R .  Karl 
National Climate Data Center, 
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Atmospheric Administration, 
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Philip D. Jones 

Climate Research Unit, 
University of East Anglia, 
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A r e  warming effects that result from man's 
activity detectable in the subtle phase 
changes in the seasonal temperature cycle 
found by Thomson ( I ) ?  Given this impor- 
tant question, we raise specific issues for 
discussion. 

1 )  Misidentification of the ano~nalistic 
year signature in temperature time series. 
T h e  precession constant, 50.256" per year, 
is the rate at  which the Earth's rotation axis 
precesses, and it can be computed as a 
difference in the rate of change of phase 
between oscillations with a period of the 
sidereal year (365.256360 days per year) 
and those with the period given by the 
tropical year (365.242194 days per year) 
(2).  It is not the rate of change of the phase 
between oscillations with periods defined 
by the lengths of the tropical year and the 
anonlalistic year (365.259644 days per 
year), as is apparently assumed in Thom- 
son's analysis. Therefore, his finding of a 
phase rate difference of about 50'' per year 
does not identify the ano~nalistic year as a 
property of terrestrial temperature data. 

W e  see no explanation of his rate esti- 
mates of 50" per year, derived from the data 
shown in figures 1, 2, and 4 of his report 
unless T h o ~ n s o n  can detect the sidereal vear 
in his analysis. T h e  sidereal year has no 
physical relevance in the seasonal temper- 
ature cycle. If the changes due to the 
anomalistic year and the cited capture ef- 
fect really occur, he should find a phase rate 

difference of 61.9" oer vear because this is 
L ,  

the phase rate difference between osc~lla- 
tlons with oeriods of the trooical and 
anomalistic years. His stated significance 
tests on  the Central England time series 
(99.999%) indicate sufficient accuracy to 
detect the 61.9" per year phase rate differ- 
ence if it is present. A mechanism analo- 
gous to the capture effect cited by Thomson 
requires resonances of sufficiently narrow 
bandwidth to separate a frequency differ- 
ence of 1120000. Such resonances do not  
appear to exist in the climate engine. 

T h e  appearance of epochs with zero fre- 
quency difference [figures 2 and 3 of the 
article by Thomson ( I ) ]  is not  unexpected, 
as we expect the temperature variation to 
be in phase with the tropical year at teln- 
perate latitudes. Near the equator, the solar 
driver has a phase rate twice that of the 
tropical year, superposed on  the phase 
change due to the anornalistic year; but the 
amplitude of the anomalistic year compo- 
nent  is weaker than that from the tropical 
vear. 

2 )  Decrease in amplitude of seasonal 
temoerature variation. W e  confirm the 
decrease in the  amplitude of the annual 
temperature cycles shown in figure 9 of (1  ) 
for both hemispheres. Thomson appears to 
assume, without discussion of the  underlv- 
ing processes and latitudinal dependen- 
cies, that  a n  increase in solar irradiance 
necessarily leads to a n  increase in the  
amplitude of the  seasonal temperature cy- 
cle. H e  then points out  that  the  observed 
amplitude decrease argues against solar 
forcing because the trend of solar activity 
is increasing over the entire period. W e  
exoect the effects of increased solar irra- 
diance or increased greenhouse gas con- 
centrations to  be quite complex due to  the  
many feedback mechanisms in  the climate 
system. For example, increased circulation 
due to  global warming may well reduce the  
seasonal amplitude variation in  higher lat- 
itudes. Detailed calculation of the  effects 
of both solar and greenhouse forcing o n  
the  annual temperature cycle using the  
current general circulation models 
(GCMs)  is needed to  resolve the  issue. 

3) Variability in the  phase curves from 
different locations. T h e  discussion of fig- 
ures 1, 2, 3 ,  and 4 in Thomson's article ( I )  
needs substantial revision to  remove the 
anomalistic year references, but the data 
themselves show intermittence in the  oc- 
currence of even the tropical year frequen- 
cy in surface-temperature records. Howev- 
er, the  12 locations around the world ex- 
hibit phase shifts with much larger ampli- 
tudes than expected. Thomson links these 
differences between individual stations to  
"local topography, heat storage, and albe- 
do" in  each case, but no t  to latitude. 
Without  established physical relationships 
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between the  observed phase-shift patterns 
and these effects, conclus~ons concernlne " 
solar and greenhouse forcing are prelna- 
ture. Again, the  issue calls for calculations 
wi th  current G C M s  with sufficient spatial 
resolution to understand regional differ- 
ences as functions of latitude. 

4 )  Post-1930 epoch: Phase and C 0 2  
level correspondence. W e  find Thomson's 
discussion of figures 6 and 12 of his article 
( 1 )  misleading, as he  implies tha t  the  
phase change of the  annual  temperature 
variation in  both  hemispheres is caused by 
the  slow increase of the  atmospheric C 0 2  
content  over the  last 130 vears. T h o ~ n s o n  
does carefully point out ;n the  captions 
that  his suggested relationship comes from 
a regression of the  logarithmic C 0 2  vari- 
ation with his co~npu ted  phase rates. From 
a purely analytical point of view, the  su- 
perposition of a slowly increasing temper- 
ature due to  greenhouse warming by C02  
with a sinusoidal signal representing the  
seasonal cycle does not  give the  phase 
shifts seen in  either his figures 6 or 12. W e  
simulated such a composite signal with a 
1-year sinusold with a 6 K amplitude su- 
perimposed o n  a hyperbolically growing 
temperature increase of 0.7 K-similar to  
tha t  expected if t he  telnperature increase 
is a result of greenhouse warming. Calcu- 
lation of the  variation of the  phase with 
t ime shows a ohase shift of less t h a n  0.001" 
per year. Without  a n  internal mechanism 
linking temperature of C02,  the  cause of 
the  unprecedented change i n  phase of the  
annual surface telnoerature since A.D. 
1940 remains a mystery. 

T h e  Northern Hemisphere temperature 
data [figure 5 in the  article ( I ) ]  show the  
abrupt change in  slope of the  phase varia- 
t ion a t  about A.D.  1940. This relatively 
abrupt change in  phase of the  seasonal cycle 
has no  counterpart in the   non no tonically 
increasing C02 record. Interestingly, a t  this 
same time such a counterpart exists in the  
instantaneous frequency of the  solar cycle 
as expressed by 'Qe radioisotope record (3).  
T h e  absence of a physical mechanism link- 
ing sunspot activity and solar cycle phase 
shifts to surface temperature variations 
leaves the  entire matter unclear. T h e  origin 
of the  intermittent 50" per year shift found 
by Thomson remains unknown. 
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Resbonse: I thank Karl et al. and White  et al. 
Their comments confirm many of my basic 
observations ( I ) ,  so that disagreement seems 
limited to interpretation and terminology. 

Karl et al. confirm lnv observation (1 )  . , 

that the  temperature data is accurate 
enough to distinguish the effects of preces- 
sion. I disagree, however, that the  changes 
are of little consequence and do not  require 
correction. Proving or disproving the exis- 
tence of a greenhouse warming signal is a 
statistical detection oroblem. characterized 
by the probabilities of false alarms and of 
missing a real signal. Uncorrected bias 
terms, such as precession, increase the prob- 
abilitv of both kinds of error. Setting ac- 
ceptable limits for such terms dependvs o n  
three factors: First, allowing such biases to 
degrade the  detection error probability by a 
factor of 2 implies (2 )  that these biases must 
be c u ~ n ~ ~ l a t i v e l r  less than 5.2% of the  noise 
variance. ~ e c o A d ,  when filtered to have a 
time resolution of 1 year, the  Jones-Wigley 
global temperature series has a residual 
standard deviation (SD) less than 32.1 mK 
for the interval 1854 to 1920 (3) .  Taking 
5.2% of this variance leave 7.3 mK. Third. 
there are a t  least 20 identifiable effects, plus 
a n  unknown number of effects vet to be 
discovered, that might influenck climate 
data. Allowing a n  eaual share of the vari- " 

ante for each of these implies that one 
should attempt to eliminate individual bias 
t e r m  that exceed 1.6 1nK in  a global series 
a t  annual resolution. 

T h e  seasonal bias from the  precessional 
shift of 1.4 days per century has a root- 
mean-square value of 0.087 AT mK, where 
A is the  amplitude of the annual cycle in 
kelvins and T the  length of the record in 

0 

years. Thus, if precession were the only 
oroblem, as Karl et al. have shown, standard 
anomaly series would be acceptable where 
the ampl~tude of the  annual cycle 1s low and 
the records are short. 

A worse ~ r o b l e m  with anornalv series. 
not  addressed by Karl et al., is ca;lsed by 
raoid variation of the  ohase of the annual 
cycle during the reference period. T o  see 
the effects of phase changes during the ref- 
erence period, consider a "half-artificial" 
temperature series 

where 0 ( t )  is the  measured phase from 
Williston, N o r t h  Dakota (typical of cen- 

tral Nor th  America) (Fig. I ) ,  and A is the  
average amplitude, 16.71 K. I n  such a 
climate, the  summer temperatures always 
reach exactly 16.71°C, the  winter temper- 
atures - 16.71°C, the  annual  maxima and 
minima occur within a span of i 4  days 
over the  duration of the  record, and the  
extreme annual average temperature 
would be 0.039"C. There  are n o  trends in  
minimum, maximum, or average tempera- 
ture. T h e  standard deseaso~ializing proce- 
dure,  however, produces a n  anomaly series 
with extremes of - 1.63" and + l .5b°C and 
a n  S D  of 0.337 K. Th i s  squared-error is a 
factor of 44,000 larger than  (1 .6  mK)2. 
This  series also has apparent seasonal 
trends of +0.561 K per century i n  April  
and -0.622 K per century in  October.  
T h e  apparent annual trend is only 
-0.0188 K per century and the  S D  of the  
monthly trends is 0.44 K per century. As 
the  apparent trend in  telnperature attrib- 
uted to  anthropogenic greenhouse gases is 
about 0.6 K per century, the  seasonal bias 
in  the  anomaly series could be a signifi- 
can t  cause of confusion or misattribution. 

While  such bias terms nearly vanish 
when averaged over a full year, they will 
contribute substantially near points where 
records have gaps, begin, or end,  and will 
also be largely coherent over continental 
scale areas, so spatial averaging will be of 
limited helo. 

Thus, I see a t  least four problems with 
the standard deseasonalizing procedure: (i)  
There are components of telnperature a t  
both the  tropical and ano~nalistic year; the 
process cannot handle both si~nultaneously 
and, as Karl et al. have shown, the  data are 

1581 I 1 I 
1880 1900 1920 1940 1960 1980 2000 

Calendar date 

Fig. 1. Phase of the annual cycle at Willhston, 
North Dakota. and a simple approximaton using 
(Eq. 2) w~th d~fferent logarithmc dependences for 
both the d~rect and transport ampl~tudes, n f lu -  
ence of CO, suppresses the amplitude of the an- 
nual cycle on both terms, but the effect IS larger on 
the direct radiat~on component than II IS on the 
transport term; overall amplitude decreases and 
the phase changes rap~dly in response to CO,. 
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good enough to distinguish between them. 
(i i)  T h e  amplit~lde of the annual cycle var- 
ies significantly at many locations, so re- 
moving a constant amplitude climatology 
leaves another significant error term. (iii) 
T h e  phase of the  annual cycle has been 
more variable in  the latter half of the  cen- 
tury than pre\.iously, so the  reference period 
is not  typical of the  earlier record. (iv) 
Because of the  characteristic seasonal signa- 
ture in the anomaly series, apparent corre- 
lations between stations will be altered, so 
reliability of the average series may not be 
properly pssessed. 

Each of these effects contributes much 
more than 1.6 mK, so I stand by my state- 
ment  that "Anornaly series . . . need to be 
recomputed" (1,  p. 66).  

T h e  oersistence effects mentioned bv 
Karl et al. are real and need to be better 
understood. I estimated spectra for several 
of their better quality daily U.S. tempera- 
ture records and fou~ ld  that even the lower 
parts of the  spectrum are a t  least 200 times 
larger than  can be explained by quantiza- 
tion errors and the  like. Autoreeressive be- 

L2 

havior explains the general shape of the 
spectrum, but the estimated spectra are so 
complicated that a more involved model of 
persistence is necessary. A detailed descrip- 
tion of this analysis will be given elsewhere. 

T h e  second point raised in Karl et al. 
concerns my statement, "significant effort 
must be made to understand the  annual 
cycle following precession rather than the 
equinoxes and of the capture effect." Al- 
though hlilankovitch theory correctly ex- 
plains most long-term climate observations, 
the  effects of eccentricitv are less satisfac- 
tory, and some revision is required (4). T h e  
ohase trends could not  be observed if the  
Earth were in a circular orbit, so their exis- 
tence mav be a n  imoortant clue to the  
eccentriciiy puzzle. ~ e & i t e  the  implications 
of the  observed phase folloa~ing perihelion, 
winter is unlikely to occur in July, even in 
11,000 years. Thus, even though the trend 
has apparently continued for a t  least 300 
years, a t  some point in the future it must 
change (5). T h e  evidence favors an  abrupt 
switch in  the average atmospheric or oce- 
anic circulation pattern. Phase plots from 
several European locations all show a phase 
discontinuity in  about 1860, similar to  that 
for Paris shown in figure 2 of my article ( 1 ) .  
Thus, circulation patterns likely switched 
over much of Europe a t  that time. 

T h e  oaleoclimate record also contains 
much evidence for abrupt discontinuities 
(6)  that  are not easily explained by Mi- 
lankovitch theory; my intent was to  suggest 
a possible mechanism and that slow chang- 
es in  a climate parameter, such as green- 
house gas concentrations, may not neces- 
sarily be accompanied by slow changes in 
the climate. Indeed, the  instrumental evi- 

dence suggests that an  abrupt change hap- 
pened in  about 1920 and another in about 
1970. 

None of the assertions in mv article (1)  
have caused as many questions ks the ideas 
that the  relatively slow variations in  atmo- 
spheric C 0 2  can cause rapid changes in the 
timing of the  seasons. T h e  relevant equa- 
tions are given herein (7).  T h e  "capture 
effect" gives a good first approximation of 
the phase when two signals are present, but 
both the  tropical and anomalistic years must 
be included in  a cornolete analvsis. It is the 
chang~ng  balance bekleen the& two com- 
ponents that accounts for the  rapid recent 
change in phase. 

White  et al. raise the issue of the  differ- 
ence between the  general precession con- 
stant, q = i01'.2 oer vear, and the  rate of 
change in the  longituie of perihelion cb - 
61".9 per year. I established that the  phase 
slope differs significantly from zero. Equa- 
tion 3 (7)  shows that knowing this fact is 
more important than having the exact val- 
ue. My estimate of the  S D  of the slope in 
the  Central England series of 6".82 per year 
shows that the  difference between 611'.9 per 
year and 51t'.l per year is 1.6 SDs. Thus, 
with the  available data, one cannot clearly 
distinguish between 9 and k. Ivloreover, 
the difference between q and cb only mat- 
ters in the  approximate theory heuristically 
described bv the  caoture effect. Some corn- 
plications with the  Central England series 
are described in (8). 

biext, there is reasonable evidence (9)  
that aspects of the  climate system respond 
to solar energetic particles. T h e  number of 
such particles interacting with the  Earth 
will depend o n  the orientation of the eclip- 
tic relative to the heliosoheric current sheet 
and so could vary as the  sidereal year. Al- 
though the changing balance of direct radi- 
ation and transport is more probable than an  
explanation based o n  the solar wind, the 
possibility should not be dismissed. 

White  et al. are incorrect in their as- 
sumption that narrow resonances are re- 
quired for the  capture effect. Close to the 
opposite is correct (8). All that is required is 
that two signals near the same frequency be 
present. If a resonator is present, both fre- 
quencies must be within its passband. 

White  et al. next discuss the  declining 
L- 

amplitude of the  annual cycle, which they 
confirm. In addition to latitude deoen- 
dence, the  amplitude signal is complicated 
by changes in instrumentation and by solar 
and albedo effects. T h e  same is true at low 
frequencies, but the  signal-to-noise ratio ap- 
pears to  be larger o n  the  annual cycle than 
it is a t  lorn frequencies, so that analysis of 
the  amplitude and phase may permit more 
reliable assessment of these effects than  is 
currently being obtalned from only low- 
frequency averages. 'Xihen attempting to  

detect small, low-frequency signals, it is 
colnlnon practice in  engineering and phys- 
ics to  "chop" the  signal, amplify the  
chopped signal, t h e n  demodulate. Here,  
the  annual cycle has, in  effect, provided 
the  chopper for us. 

I agree that  the  climate system is com- 
plicated and has many feedback mecha- 
nisms. However, in  attempting to distin- 
guish betaleen solar variability and green- 
house gases, I assumed ( i )  that  small in- 
creases in  solar irradiance would produce 
corresoondine small increases in  both  the  

L2 

average temperature and in  the  amplitude 
of the  annual cvcle. This  is exactlv what is 
observed in  t h i  early parts of th; record. 
Second, I assumed ( i i )  that  the  albedo . . 
feedback effects of greenhouse gases sup- 
press the  annual cycle in  the  way Manabe 
and Stouffer's G C M  calculations and more 
recent calculations (10)  predict. This  ap- 
pears to  be what is observed in  the  post- 
1920 record. Because individual station 
records show decreases in  a~nol i tude com- 
p a t ~ b l e  with the  hemispheric averages and 
olate tectonics is a slow orocess, one  
cannot  invoke latitude dependence as a n  
explanation. 

White  et al. next question the  variability 
of the  phase curves with location. Because 
of the  uncertainty in the  phase slopes men- 
tioned above and in  (7 ) ,  references to the  
anomalistic vear should remain i l l ) .  T h e  
accuracy of ' the estimated slopes (which 
White  et al. have reproduced) is sufficient 

I 6 

1900 1920 1940 1960 1980 2000 
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Fig. 2. Phase of the annual cycle at Sable Island, 
Nova Scotia. The dotted Ine has a slope of -62" 
per year, and the dashed n e  is a least-squares fit 
to the phase w~th a constant. linear trend, and 
IogCO,, Because the phase change IS small, a 
Taylor's series approximation to Eq. 2 should be 
reasonable; however, it cannot separate the dif- 
ferent dependencies on E,  and E,. The est~mated 
I~near slope is -55" per year. A slowly varying 
IogCO, cuwe accounts for most of the rap~d 
change n phase, 
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to say that the phase slope is not zero; it is 
insufficient to discriminate bet\\-een 51 
and 62 arc-seconds per year and, as Eq. 3 
( 7 )  shows, there is no need to do so. 
Except for the gross subdivisions into 
Northern Hemisphere, Southern Hemi- 
sphere, and Tropics, I did not attempt to  
extract a latitude dependence; phase 
changes between records near the same 

L, 

latitude (for example, Central England 
and 'Xiarsa~v) are at least as large as those 
between Central England and Milan. The  
plot of the different phase characteristics 
at Geneva and:Basel [figure 2 in ( I ) ]  was 
made both to show that local topography, 
and so forth, could decisively switch the 
relative sizes of the direct and transport 
components, and also as a caution that sim- 
ple regional a17erages co~lld be "adding ap- 
ples and oranges"; so, as always, data should 
be looked at carefully before al~eraging. 

However. as latitude is i~nolicitlv includ- 
ed in the insolation formulas'used ;o derive 
the direct radiation term given in Eq. 1 (7) ,  
these formulas show a mean latitude depen- 
dence that could be included in an aue- - 
~nented  energy-balanck model. 

The simulation described by White et al. 
is not a simulation of the mechanism I 
proposed. The latter is not a sinusoid super- 
imposed on a slow temperature increase. 
Rather, it has two smuso~ds, one at the 
trooical vear, the other at the anomalistic. 
In the N o ~ t h e r ~ l  Hemisphere the two are 
approxi~nately 180" out of phase, both are 
relative17 la~ge  amplitude, and then vector 
sum elves the observed a n n ~ ~ a l  cvcle. T o  see 
the evfects of CO,, approximate' the ampli- 
tude of the direct component by replacing 
Eq. 1 (7) \vith 

and similarly with the transport component. 
I have made different approximations to 

phase: for Williston (Fig. 1 )  and for Sable 
Island, Nova Scotia (Fig. 2). A nonlinear fit 
was made to the 'Xiilliston a~nolitude and 
phase (Fig. I ) ,  and the agreement is reason- 
able. However, I infer that, with this data. 
albedo feedback should be 'considered. Sa- 
ble Island has been almost unchanged and " 

nearly uninhabited for the duration of the 
record. It is a small island in an area where 
little sea ice develops, so albedo effects 
should be minimal. Here the fit to the 
phase with logCO, is much better, and 
even the minimum between 1930 to 1960 is 
matched. The residual phase errors appear 

the direct component E, has been larger 
than that of the transport component E,. 

The agreement (Fig. 2) argues against the 
remark by 'Xihite et al. that changing con- 
centrations of atmospheric CO, cannot 
cause abrupt changes in phase. 

In sum, I do not agree with the implica- 
tion that these questions can be co~npletely 
resolved by inore and better GCMs. Models 
rarely predict the consequences of effects 
that have not been built into them. For 
example, given that some inajor GChls 
used a circular orbit for the Earth, how long 
might it have taken to discover the phase 
shifts (discussed above) in their output? Al- 
though continued development of GCMs is 
important, it is more important to ensure 
the continuity and reliability of the data 
collection process (12), and most impor- 
tant, to analyze the available data carefully. 
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