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ionization at the Surface of Stratos~heric Ice ice lattice responds to the presence of HCI, 

or whether HCI ionizes; as a result, there is 
Bradley J. Gertner and James T. Hynes* a lack of knowledge of the likely mecha- 

nisms (for example, ionic or molecular) of 
Molecular dynamics simulations were used to study the acid ionization of hydrochloric HC1 reactions. In the first colnputational 
acid (HCI) at the basal plane surface of ice at 190 kelvin, as a model for the acid ionization study of HC1 adsorption on PSC ice (14), it 
process in Antarctic polar stratospheric clouds (PSCs). Initial conditions for HCI place- was assumed that HC1 neither is incorpo- 
ment within the top bilayer of the ice lattice were selected on the basis of relevant dynamic rated into the ice lattice nor ionizes; the 
equilibrium adsorption-desorption conditions. Free energy changes calculated for the first resulting calculated surface coverages were 
step in the stepwise acid ionization mechanism ranged from -5.8 to -6.7 kilocalories per orders of magnitude too small as compared 
mole for various likely initial conditions. These results indicate that acid ionization is with experimental results (7,  9,  10). Al- 
thermodynamically favorable and that this process has important implications for ozone though there is some indirect experimental 
depletion mechanisms involving PSCs. evidence that ionization may occur (7, 9,  

15), there is no direct experimental evi- 
dence for ionization. One phenomenologi- 
cal model assumes ionization (6),  assisted by 

T h e  mechanism of catalytic gas-phase Oj quasi-liquid surface layer (5) is not required a proposed quasi-liquid layer (5). 
depletion (1 ) during the Antarctic spring to induce ionization. In earlier theoretical work on HC1 acid 
requires the heterogeneous formation of ac- Hanson and Ravishankara (7) observed ionization in liquid water, Ando and Hynes 
tive chlorine species such as C12 on PSCs that HC1 uptake at an ice surface was lim- (1 6) found a stepwise proton-transfer mech- 
from inert chlorine reservoir species such as ited to about a monolayer under strato- anism: a first proton transfer from the HC1 
HC1 and CIONOz (1-7). For these reser- spherically relevant conditions, and diff~l- to a first H 2 0 ,  producing the contact ion 
voir species to react readily, they must be in sion into the bulk was ruled out. Upon pair (CIP), and a subsequent proton transfer 
ample supply at or near the surface of the reexposure to HCI after a 5- to 30-min from the first H,O to a second H 2 0 ,  pro- 
PSCs (3). Two primary types of PSCs exist cessation, the HCI uptake was limited to ducing the solvent-separated ion pair. Be- 
(4) in the Antarctic stratosphere: type I, about 40% of that of the unexposed surface, cause the aqueous reaction mechanism (1 6) 
believed to be primarily nitric acid trihy- indicating that not all the HCI desorbed showed a dominant, thermodynamically fa- 
drate (NAT),  and type 11, primarily ordi- when the substrate was no longer exposed vorable first step to produce the CIP, we 
nary ice. It is known that HCI is involved in to HCI. We interpret these observations as used only the first step as our model (1 7, 
the reactions of many of the other reservoir indicators of two forms of HCI at the sur- 18). In the calculation of the HC1 acid 
species (1-7). Here, we focus on the surface face of ice: the readily desorbed HC1 ionization free energy difference, AG, be- 
HCI acid ionization C1H + OH2 + Cl- + (-40%) is weakly adsorbed onto the sur- tween the molecular pair (MP) state and 
HOHzt on type I1 PSCs and on the possi- face; the remainder (-60%) is incorporated the CIP state, we used a stepwise implemen- 
ble ionic character of those reactions (5, 8).  into the lattice but not the bulk. tation of the optimized acceptance ratio 
Recent experiments have suggested that 
HCI uptake on ice is limited to approxi- 
lnately the equivalent of one lnonolayer Fig. 1. (A) Schematic side view of the ice lattice. Rings within A Proton Proton 

surface coverage (7, 9,  lo) ,  because HCI is each bilayer resemble chair cyclohexane molecules, with acceptor donor 

not highly soluble ill bulk ice (7, 9,  101, alternating molecules comprising one monolayer; the overall water water 

and that reaction probabilities and HCl ice structure is hexagonal, with the oxygens occupying cen- BL ML 

ters of the tetrahedra. The monolayer (ML) and bilayer (BL) 
concentrations are greater at ice mrface structures are indicated, with lower numbers closer to the ice 
than On NAT crysta1s (3). We propose a surface. Each molecule in M L  1 has three hydrogen bonds, 
lnechanism, arising from the dynamic char- and each in the remainng monolayers has four The triply 

,. 
acter of the ice surface under stratospheric hydrogen bonded M L  1 waters act either as proton donors or 
conditions (1 1 ), whereby HCI is incorpo- as acceptors, w~th equal probabilty (23). In proton acceptor 
rated into the ice lattice; this process is waters, both protons point downward toward nearest neigh- B 
similar to the encapsulation of bor oxygens in ML 2; in donor waters, one proton points Adsorbed 

8, 
C~ONO, suggested by G~~~~~ and co-work- straight up. (B) Depiction of our view of local ice surface molecules 

ers (1 ); we that HCl does not growth one bilayer at a time, where adsorbed HCI and H,O 'i, +Growing 
molecules would be incorporated into the growing bayer @ bilayer 

into the bulk' Using dy- [Because of the poor solvation of the adsorbed state, we do +- Ice surface -b 
namics ( I 2 )  3, of HC1 On PSC not expect that the HCI molecule atop the surface is suffi- 
ice at K, we investigated ( i )  whether ciently solvated to induce onization (76), making lattice ~ncorporation necessary for possible ionization.] 
the HC1 remains molecular or ionizes when Alternately, ~f the surface were locally decreasing in size, the adsorbed molecules would desorb along 
so incorporated, ( i i )  the free energies of the with the surface Although the tme scale for the growth of the blayer is very large [>I ms per bilayer ( 7  I)] 
HC1 ionization reaction, and (iii) the ex- compared to the HCI desorption time theoretically estimated at 130 ns (14), the latter estimate involves 
tent to which liquefication of the surface only one hydrogen bond and does not allow for the possibility of HCI hydrogen bonding to any adsorbed 

plays a role in the ionization. our molecules. The large condensaton coefficients and desorption energies of H,O on crystalline ice mea- 

results that acid ionization pro- sured by George and co-workers (I l )  suggest that a majority of H,O molecules are doubly hydrogen- 
bonded to the ice surface. We propose that most adsorbed waters form short chains of molecules on the cess at the ice surface is thermodynamically ice surface, producing energetically feasible (32) five- and six-membered rings w~th the surface. These 

quite and 'hat of a brdges from one surface lattice site to another would increase desorption energies, and thereby increase 
residence times, of all the adsorbed molecules involved in the chain. We expect that an adsorbed HCI 

Department of Chemistry and Biochemistry University of molecule would also rapdly become coupled to a short water chain; a second (even weak) hydrogen 
Colorado, Boulder CO 80309, USA. bond would increase the HCI residence time sufficiently to make lattice incorporation competitive with 
'To whom correspondence should be addressed. desorption (33). 
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method (19, 20:. The reaction vacuum 
component is endothermic by 36.3 kcal/mol 
(21). 

The  simulated ice surfaces consisted of 
three dynamic and two rigid bilayers (1 3, 
14), each bilayer containing 24 molecules 
(22). W e  obtained the initial conditions for ~, 

the sample by first generating four indepen- 
dent pure ice lattices, each obeying the 
Bernal-Fowler rules for naturally occurring 
ice (23) before solute introduction. A n  HCI 
molecule was then introduced, replacing an 
appropriately oriented and solvated water 
molecule (to ensure solute proton orienta- 
tions in agreement with the descriotions of " 
the cases below), and one neighbor water 
was reoriented to colnnensate for the HCl's 
single proton. For the cases investigated 
here, we used all four lattices for each of the 
seven required states (20) and we ran them 

Case l 
A Adsorbed 

molecules HCl hydrogen- 

Ice surface 

for 170 ps, with molecular velocity random- 
izations at 1-ps intervals. The first 70 ps 
were used for equilibration (24). The final 
100 ps were used in the AG calculation 
(25). 

We next focus on the structure and dy- 
namics of the ice surface and how the HC1 
molecule can be incorporated into the lat- 
tice. There are two primary, naturally occur- 
ring crystalline ice faces (26), basal plane 
and prism. Figure 1A depicts the bilayer 
structure of the stratospherically more rele- 
vant basal-plane face of ice, which we chose 
here (26). George and co-workers (1 1 )  dem- 
onstrated that ice surfaces are in dynamic 
equilibrium, continually gaining and losing 
water moleci~les. We assume that if the ice 
surface is locally undergoing growth (Fig. 
IB), an HC1 molecule adsorbed on the sur- 
face is incorporated into the lattice, just as a 
water molecille would be. 

W e  now discuss the possible reactant 
positions and orientations within the lattice 
and their anticipated effects on AG. Be- 
cause the reactant HC1 is covalent and only 
weakly polar (16), its solvation is not par- 
ticularly sensitive to its la t t~ce placement. 
But the ionic products will be quite sensi- 
tive: C 1  prefers maximum solvatlon. Be- 
cause there are a maximum of four nearest 

B 
New bilayer 

A 
Case II 

HCI hydrogen- 
bonded to Droton 

..p 6" a&. 
: $ 9 ~ c e  surface 

Fig. 2. Depiction of case I .  (A) The HCI is hydro- 
gen-bonded to a proton donor water. (B) As the 
surface layer grows, the adsorbed HCI IS ncorpo- 
rated into the second monolayer wlthln the c e  
lattlce, formng the reactant MP. The waterdepct- 
ed acting as a proton acceptor for the HCI ( n  ML 
1) is also a proton acceptor for adsorbng mole- 
cules. The chlorne s tetrahedrally coordinated. 
(C) Placement of the CIP within the lattlce: C IS In 
the second monolayer and H,O+ is in the first 
monoayer. H,O+ prefers three hydrogen bonds 
(16, 34), leavng only the protons hydrogen-bond- 
ed, possbe only In the top monolayer, that is, 
case I ;  thls product sovaton IS hlghly favorable. 
An HCI added to the lower monolayer, w~th its 
proton pointlng toward the upper monolayer and 
being hydrogen-bonded to a donor water (not 
shown), provides tetrahedral sovaton of C and 
trgonal sovatlon of H,Ot; however, the latter has 
the wrong orientation to benefit from the trgonal 
solvatlon. It is unclear if the drect proton transfer 
would be thermodynamically favorable and ~t was 
not Investgated here. 

B 
New bilayer 

Fig. 3. Deplcton of case I .  (A) The HCI IS hydro- 
gen-bonded to a proton acceptor water. (B) As 
the surface layer grows, the adsorbed HC is 
incorporated Into the second monolayer wlthin 
the ice at tce,  as for case I .  However, the water 
acting as a proton acceptor for the HC IS in the 
thrd monoayer. (C) Placement of the C P  wthin 
the at tce:  C I  IS In the second monoayer, and 
H,OA is In the third monolayer. One might ex- 
pect difficulty solvatng the products; H 3 0 A  pre- 
fers trigonal sovatlon (see capton of Fig. 2C), 
whereas the unreorganized lattlce provides tet- 
rahedra sovatlon. 

neiehbors within the ice lattice structure 
L. 

and there are four nearest neighbors for 
molecules in the second monolayer or low- 
er, Cl- should prefer to be below the top 
monolayer. For this study, we did not con- 
sider C l  placement in the top monolayer 
(27). Because there are only two types of 
waters with which to hydrogen-bond at the 
ice surface (see caption of Fig. l A ) ,  an HC1 
added to the lower monolayer has two pos- 
sible orientations. If its hydrogen bonding is 
to a donor water (case I; Fig. 2, A through 
C ) ,  the proton points diagonally upward 
toward a (future) top monolayer water ox- 
ygen (Fig. 2A); because this direct proton 
transfer has the greatest thermodynamic 
chance for success (see caption of Fig. 2) ,  
we consider this lattice configuration first 
below. Alternately, if the HCl's hydrogen 
bonding is to an acceptor water (case 11; Fig. 
3 ,  A through C ) ,  the proton points down- 
ward toward the bulk (Fie. 3A).  The  free 
energy of the case I a c i j  i k i z a t k n  was AG 
= -6.7 -t 0.9 kcal/nlol (Fig. 4). The reac- 
tion is ther~nodvnalnicallv favorable. with 
only a small barrier of about 2 kcal/mol for 
the ionization. 

T o  obtain information on the local lat- 
tlce structure about the MP reactant and 
the CIP product in case I, at the end of the 

CIP !I 
-8 

1 

Reaction progress 

Fig. 4. Free energies of ionization for case I 
(----) and case I I  (- - -). The case I ionization 
barrler IS -1 kcal/mol lower than the case l l  
barrer, suggestng that detals of the solvation 
mechanism during lonizaton dlffer. This differ- 
ence s also reflected In the overall free energies. 
The case I 1  H 3 0 +  IS well solvated, to the extent 
that extra charge-d~pole complexes (16) are 
formed (more than four waters solvate the 
H 3 0 - ) .  Ths does not occur In case I ,  where the 
hydrogen bonds are preferentially determned In 
the lnltial condltlons. But In case I I  the charge-di- 
pole complexes compensate for the poor intial sol- 
vaton conditons for H,O+ producton, that IS, wa- 
terthat nltlally hydrogen bonds to the (future) H 3 0 A  
oxygen would necessarily reorganze to maximally 
solvate the catlon, In turn causng further solvent 
reorganizaton. In the restrcted available space, the 
optimal solutlon IS often cation dlpolar solvatlon 
(versus hydrogen bor~dng). Because ths a occurs 
so close to the surface, normal energy penatles for 
the Interaction of H,O with H,O evldenty do not 
apply, alowng interactons othewise forbdden In 
laud solutlon. 
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trajectories we viewed each of the four re-
actant state systems and four product state 
systems in three dimensions and analyzed 
them for hydrogen bonding. The MP reac-
tant environment varied very little 
throughout the trajectories: the waters be
came somewhat more disordered and a few 
waters left the lattice and were adsorbed 
atop the lattice, but otherwise the presence 
of molecular HC1 had little effect. Analysis 
of rotational and translational correlation 
functions [SR and ST, respectively (14, 17)] 
for the top monolayer (SR = 0.16 and ST = 
0.22) indicated some lowering of order rel
ative to that for pure ice {17), but the layer 
clearly remained solid: for case I, the lattice 
did not have a liquidlike layer, and yet HC1 
ionization occurred. 

However, the CIP product environment 
was significantly perturbed. Waters near the 
Cl~ were strongly hydrogen bonded, and 
the H 3 0 + tended to bury itself in the lat
tices. Three of the four systems reorganized 
such that the H 3 0 + migrated from the first 
monolayer to the second monolayer; a near
by water moved out of the lattice and atop 
the H 3 0 + to aid solvation. A value of ST 

equal to 0.27 indicated that the CIP system 
was numerically similar to the molecular 
HC1 system, but the CIP rotational order 
decreased considerably (SR = 0.07). This 
suggested a lattice breakdown in the top
most monolayer, although not in the sec
ond monolayer (SR = 0.30). 

For case II, despite the anticipated poor 
solvation of the ionic products, AG was 
— 5.8 ± 0.3 kcal/mol (Fig. 4), again with 
only a small barrier, ~ 3 kcal/mol. As in 
case I, the MP reactant environment 
changed very little (SR = 0.17, ST = 0.33). 
Inspected case II CIP systems showed wa
ters near Cl~ strongly hydrogen bonded to 
it and H 3 0 + well solvated (see caption of 
Fig. 4). The case II surface could not be 
considered liquidlike {28). 

We have argued that the dynamic char
acter of the ice surface {11) allows the 
initially molecular HC1 to be incorporated 
into, rather than placed atop, the ice lat
tice, without incorporation into the bulk. 
Acid ionization reactions of HC1 are ther-
modynamically favorable, indicating signif
icant HC1 ionization at the ice surface (29). 
Ionic mechanisms (5) are thus important 
for chlorine activation, and molecular reac
tion mechanisms involving HC1 on PSCs 
can be eliminated from consideration. The 
present results strongly suggest that a quasi-
liquid layer to induce HC1 ionization is 
unnecessary. 

For stronger acids {30) such as HBr and 
HI under similar conditions, we also expect 
ionization. At higher temperatures, where 
vapor pressures must increase to maintain 
"constant" ice surface thicknesses, more 
rapid molecular acid lattice incorporation 

should accelerate the net ionization. Ioniza
tion of strong acids on ice surfaces should 
have significant implications even for the 
higher temperature troposphere, where cir
rus clouds (mostly ice) provide the con
densed medium for reactions {31). 
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Structure and Evolution of Lithospheric Slab 
Beneath the Sunda Arc, Indonesia 

Sri Widiyantoro* and Rob van der Hilst? 

Tomographic imaging reveals seismic anomalies beneath the Sunda island arc, Indonesia, 
that suggest that the lithospheric slab penetrates to a depth of at least 1500 kilometers. 
The Sunda slab forms the eastern end of a deep anomaly associated with the past 
subduction of the plate underlying the Mesozoic Tethys Ocean. In accord with previous 
studies, the lithospheric slab was imaged as a continuous feature from the surface to the 
lower mantle below Java, with a local deflection where the slab continues into the lower 
mantle. The deep slab seems to be detached from the upper mantle slab beneath 
Sumatra. This complex slab structure is related to the Tertiary evolution of southeastern 
Asia and the Indian Ocean region. 

T h e  tectonic evolution of island arcs and 
lithospheric fragments in  so~~theas te rn  Asia 
is complex because of the  interactloll of 
several lithospheric plates (Fig. 1 A )  (1-3). 
Without sufficient land-based paleomag- 
netic measurements and information about 
the structure of the  deep Earth, the  relative 
plate motlon in this complex plate bound- 
ary zone has often been reconstructed from 
data o n  ocean-floor spreading of the  major 
oceanic plates using geometrical fits o n  a 
sphere (4). Seismic imaging provides infor- 
mation about Earth's interior structure that 
helps understanding of the geological histo- 
ry. Here, we focus o n  the  northward sub- 
duction of the  complex Indo-Australian 
Plate along the Sunda arc (from northwest- 
ern Sumatra, along Java, to Flores). 

In  the east, continental lithosphere 
(Australia) has been colliding with the 
Banda arc since about 5 million years ago 
(Ma) ,  111hereas further to the  west, the  oce- 
anic part of the  Indo-Australian Plate sub- 
ducts beneath the  Java trench. T h e  age of 
the  subducting ocean floor varies from 50 to 
90 Ma along Surnatra to 100 to 135 Ivla and 
140 to 160 Ma near Java and Flores, respec- 
tively. T h e  lateral variation of the  nature 
and age of the  subductillg plate influences 
the  style of deformation and seismicity 
along the Sunda arc (5). Earthquakes with 
focal depths of up to 670 km occur in the  
steeply dipping (-60") seismic zone be- 
neath the  Java arc, but there is a seismic gap 
between depths of 350 and 500 km (6-3). 
Beneath Sumatra, the  seismic zone dips 
-30" to 45", but there are no  earthquakes 
deeper than 300 km, which has been attrib- 
uted to the  relatively young age of sub- 
ducted lithosphere (8, 9 ) .  

W e  inferred from the  tomographic im- 

ages that the  slab is continuous across the  
seismic gap beneath Java and that there is a 
pronounced seismic anomaly in the  lower 
mantle. This is in good agreement with 
conclusions based o n  previous tomographic 
studies (1 0, 1 1 ), even though different data 
sets and reference Earth models were used, 
leaving little doubt that the  deep Java slab 
is a realistic structural feature. In  addition, 
we i i )  nresent evidence for a lower mantle 

, , A  

anornaly beneath Sumatra and for the  de- 
tachment of the upper mantle slab from the 
deeper slab, (ii) explore the substantial lat- 
eral variation in slab morphology, and (iii) 
discuss the  geological evolution of the  
lithospheric slab, 117hich seems to be more 
complex than that of the  xvestern Pacific 
subduction zones 11 2 .  13 ). , ,  , 

\Ye investigated mantle structure be- 
neath the  Indonesian region (Fig. 1 A )  by 
means of tomographic images produced by 
linearized inversion of travel-time data of 
direct P phases and the surface-reflected 
depth phases pP and pwP (14,  15). T h e  
radiallv stratified iasb91 model (1 6 )  was . . 
used as a global refeience for the  seismic 
velocities and for the  tracing of the  ray 
paths. T h e  inclusion of the  depth phases 
improved the  sampling of mantle structure 
away from the seismic zones, in  particular 
beneath the back arc regions (Fig. 1, A and 
B),  and provided constraints o n  earthquake 
focal depth. T h e  hypocenters and phase 
data used were derived from the reprocess- 
ing of the  entire data catalog of the  Inter- 
national Seismological Centre,  which in- 
volved nonlinear hypocenter relocation 
and ~ h a s e  reldentification (17).  This data . , 

set was augmented by data from the  Aus- 
tralian Skippy project (18).  W e  used about 
1.3 million data, constituting a linear sys- 
tern of about 275,000 equations (19),  from 

Research School of Earth Scences, AustralIan Natona nearly 17,000 earthquakis within the study 
Unversty, Canberra, ACT 0200, Australia area recorded at one or more of over 2000 
-On leave from the Department of Geophysics, Bandung seismological stations worldwide. Follow~ng - - 
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