
These data seem to be suffic~ent to exvlain 
the dust data in Antarctica. To  explain the 
Greenland data (enhancement by a factor 
of loo) ,  we need to account for a further 
factor of about 3. During the LGM, the 
Northern Hemisphere had more deserts 
(20) and large areas of land that were cov- 
ered by ice sheets. The denudation of boreal 
forests and the formation of loess (21 ) could ~, 

have contributed additional sources of con- 
tinental dust. 

It remains a challenge to atmospherlc 
modeling to explain why the hydrologic 
cycle during the LGM (as revealed in the 
dust washout lifetime) was so greatly weak- 
ened (22). One lnterestlng possibility is 
that the enhanced amount of dust mieht " 
have played an active role in modifying the 
climate of the LGM (23). In this case, dust 
may be more than an indicator of climate 
change; dust itself could be an agent of 
climate change, as it is on our sister planet 
Mars (24). 
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From Topographies to Dynamics on Multidimensional 
Potential Energy Surfaces of Atomic Clusters 

Keith D. Ball, R. Stephen Berry," Ralph E. Kunz,Veng-Yin Li, 
Ana Proykova, David J. Wales 

Multidimensional potential energy surfaces for systems larger than about 15 atoms are 
so complex that interpreting their topographies and the consequent dynamics requires 
statistical analyses of their minima and saddles. Sequences of minimum-saddle-minimum 
points provide a characterization of such surfaces. Two examples, Ar,, and (KCI),,, 
illustrate how topographies govern tendencies to form glasses or "focused" structures, 
for example, crystals or folded proteins. Master equations relate topographies to dy- 
namics. The balance between glass-forming and structure-seeking characters of a po- 
tential energy surface seems governed by sawtooth versus staircase topography and the 
associated collectivity of the growth process after nucleation. 

Computational methods, particularly mo- 
lecular dynatnics ( I ) ,  quenching (2-4), 
conjugate gradient mlnlmizatlon (5), and 
eigenvector-following (6-1 1)  are now effl- 
cient enough to locate all the minima and 
all the important saddles on a given poten- 
tial energy surface for a system consisting of 
as many as 10, and perhaps even 15, atoms. 

However, the number of geotnetrically 
distinct minima grows at least exponential- 
ly with N, the n~unber of particles making 

K. D. Ball, R. S. Berry, FLY. LI, A. Proykova, Department 
of Chemistry Unversty of Chcago, 5735 South Ellis 
Avenue, Chcago, IL 60637, USA. 
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Unverstat Berlin, Hardenbergstrasse 36, D-10623 Ber- 
In, Germany 
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br~dge Unversty, Lensfield Road, Cambridge CB2 1 EW, 
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*Towhom c6espondence should be addressed 
I R E Kunz has also publ~shed In th~s f~eld under the 
surname Bre~tengraser-Kunz 

up the system (3, 4 ,  12-15). Consequently, 
cataloging all the tninima for a system of 
about 20 or more particles is simply not 
oroductir7e: the added information content 
bf most of ihese data is negligible. Instead, a 
more efficient course is a statistical ao- 
proach toward characterizing the topogra- 
phy of the surface and, from that informa- 
tion, inferring the associated thermodynam- 
ics and dynatnics (16-21 ). Such an analysis 
shows how it is possible to interpret aspects 
of the behavior of a systetn of 15 to several 
hundred particles, possibly many more, 
frotn a statistical satnvle of tninima and 
saddles on the potential surface of the sys- 
tem. The tnethod links knowledge of the 
forces between particles and the tendency 
of the system to form an amorphous struc- 
ture or elass, or a "focused" structure such as " ,  

a crystalline lattice, a Mackay icosahedron 
(22), or a specific folded structure such as 
that of a biologically active protein. 
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We present a general approach to char- 
acterizing topographies of given potential 
surfaces. The construction of these surfaces 
is largely separable from the analysis of their 
topographies; their important points of con- 
tact are the identification of regions that 
need to be known accurately and testing 
the physical plausibility of surfaces. Here, it 
is assumed that a single potential surface 
describes the motion of the atoms or mole- 
cules composing the system, and that such a 
surface is known. The present systems were 
chosen because they have been shown to be 
adequately described by simple interatomic 
potential functions. In one case, Ar,,, a sum 
of painvise Lennard-Jones potentials suffic- 
es (23, 24); in the other, (KCl),,, a sum of 
painvise Born-Mayer potentials gives a sat- 
isfactory description (25). 

The behavior of these two systems can 
be put into the same context as the folding 
of proteins and the formation of glasses. 
Simulations show that rare gas solids can 
take on amorphous structures fairly readily 
(26). In contrast, on solidification, alkali 
halide clusters assume rock salt structures, 
albeit sometimes with a few defects (25). It 
is not surprising, in view of the relative 
numbers of locally stable amorphous struc- 
tures of the rare gas clusters, that these 
systems can form glasses. I t  is surprising, at 
least on a purely statistical basis, that the 
alkali halide clusters form rock salt lattices; 
theAlocally stable amorphous structures of 
(KCI),, outnumber the rock salt structures 
(25) by a factor of roughly 1012. This ratio 
makes the formation of a salt crystal statis- 
ticallv more unlikelv than the "correct" 
folding of a protein, the statistical improb- 
ability of which is known as Levinthal's 
paradox (27). This "paradox" is resolved on 
realizing that the statistical view is inappro- 

priate for "funneling" landscapes because 
the global minima are not found through 
random searches (28). The salt has many 
more "wrong" structures than does a pro- 
tein with the same number of atoms, prob- 
ably because the latter is constrained to 
retain the integrity of the polymer chain, 
and the only important motions affecting 
the structure, apart from solvent molecules, 
are rotations about bonds. 

Our procedure for diagnosing the topog- 
raphy and consequent dynamics of poten- 
tial surfaces consists of the following five 
steps (18, 20). (i) Finding a representative 
sam~le  of minima and saddles that link 
them on the potential surface and, at the 
same time, the eigenvalues and eigenvec- 
tors of the Hessian matrix at each of these 
stationary points; (ii) organizing these into 
triples of linked points, minimum-saddle- 
minimum, and ordering these triples ac- 
cording to the energies of their lower min- 
ima; (iii) linking the triples to each other to 
form seauences of minima connected bv 
saddles; (iv) construction of a matrix of rate 
coefficients for passage between adjacent 
minima; and (v), incorporation of that ma- 
trix into a master equation and solution of 
that equation to obtain its eigenvalues and 
eigenvectors. The eigenvalues characterize 
rates of flow of ~ o ~ u l a t i o n  distributions on 

L .  

the potential surface, and the eigenvectors 
describe these flows in terms of changes in 
populations among the individual wells 
around local minima. 

We found minima for both the Ar,, and 
(KCl),, potential surfaces by carrying out 
classical molecular dvnamics simulations 
with periodic quenches (instantaneous re- 
moval of all the kinetic energy) followed by 
eigenvector-following to a local minimum. 
The saddles were found by eigenvector-fol- 

lowine from each of the minima in the ran- 
dom sample. The minima linked by these 
saddles were then determined. For Ar,,, the 
initial sample consisted of 291 linked mini- 
ma (8 unconnected minima were discarded 
from the initial data set) and 641 saddles 
that made the links. (The database was later 
augmented by an order of magnitude; the 
augmentation did not affect the conclu- 
sions.) The surface for this system probably 
contained at least 500,000 geometrically dis- 
tinct minima, according to extrapolation 
from the numbers of minima for clusters of 6 
to 13 atoms. The statistical sample for 
(KCl),, consisted of about 3000 minima. 

The topographies of the two surfaces 
(Fig. 1, A and B) were clearly different. 
Most of the minima in our sample of the 
Ar,, surface lay on monotonic sequences of 
energies rising from what is generally be- 
lieved to be the global minimum: the dou- 
ble icosahedron. The minima of the 
(KCI),, cluster fell on many monotonic 
seauences. which rose from various locallv 
stable rock salt structures. The relative en: 
ergies of the successive minima of the Ar,, 
cluster differed only slightly, except at the 
step up from the global minimum, and the 
barriers were mostly high, giving this sur- 
face a sawtooth topography. A previous 
analysis of pathways for Ar55 showed little 
correlation between barrier heights and the 
energies of the minima they link ( I  I ) .  The 
mean saddle heights of the Ar,, cluster 
increased slightly along descending se- 
quences of minima and were generally large 
compared with the successive decreases in 
energy of those minima. The corresponding 
energies of successive minima on the 
(KCl),, cluster differed significantly, except 
in the highest reaches of the potential, and 
many of its saddles were low compared with 

Step number 

Fig. 1. (A) Schematic representation of the minima and saddles of the emphasized sequence. The vertical axes are potential energies, per atom, 
potential surface of Ar,,, with snapshots of the structures at a succession atthe configurations shown. The numbers give the cooperativity indexes for 
of minima and saddles along the emphasized sequence. (B) A similar each step. Animations of these sequences are available at URL <http:// 
representation of minima and saddles of the potential surface of (KCI),,, rainbow.uchicago.edul-kdbl/research/science.html> on the World Wide 
with snapshots of the structures at minima and saddles along the Web. 
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the  larger differences of energles of succes- 
sive m i n ~ m a .  This eave the  KC1 surface a " 
staircase topography. T h e  mean saddle 
heights of the  (KCl),, cluster were small 
between high-energy minima and grew 
somewhat larger as the  energies of the  min- 
ima decreased. However, the  decreases in 
energy between successive minima were sig- 
nificantly larger than the  increases in saddle 
height along the  downward sequences. 

T h e  snapshots of the (KC1)3Z cluster (Fig. 
1B) in successive minima show how nucle- 
ation and growth (29, 30) of solid-like regions 
take the system from an amorphous structure 
through partially ordered forms to a final, 
crystal-like structure. T h e  highest energy min- 
ima, such as that designated 9, correspond to 
amorohous structures. Minimum 8 corre- 
sponds to a structure with a small region, a 
nucleus, ordered into a rock salt-like geome- 
try but otherwise amorphous; the energy of 
this structure is not very different from that of 
completely amorphous structures such as 9. 
Structures corresponding to the sequence of 
minima descending from 8 are successively 
more ordered, up to and including the final 
structure of the sequence. Growth of the crys- 
talline core in this cluster did not occur Dre- 
dominantly by incorporation of individual 
ions; instead, collective motions brought 
clulnps of ions into the growing lattice. 

A measure of the  cooperativity of each 
step along the  sequence is the parameter N, 
which takes the  value of 1 for a step asso- 
ciated with motion of a single particle, and 
of N for a step associated ~ y i t h  cooperative 
motion of all N particles. N = Nly, where 
y is the  moment ratio of displacement (31) 
defined by Stillinger and Uieber (4).  T h e  
values of N for the  succession of steps 
shown in the  snapshots of Fig. 1 A  were 
mostly less than 5 and were well above 10 
for all the  steos but one shown in the  
snapshots of Fig. 1B. This result indicates 
that growth of the nucleus in the  A r  cluster 
occurred bv accommodation of one or two 
particles a; a time, but that growth of the  
crvstal-like nucleus in the  KC1 cluster oc- 
cuired by collective motions. 

These differences between the  topogra- 
 hies of the  two surfaces make it easv to 
Lnderstand why Ar19 is relatively diff;cult 
t o  bring to  its (presumed) global minimum, 
a double icosahedron, by annealing and 
\vhy (KCl),, is difficult t o  capture as a glass. 
In  a simulation of Ar , ,  by molecular dv- 

L 7  

namics with controlled annealing (by a lin- 
ear temporal decrease in temperature), 
cooling even as slowly as lo9 K s-' left 
more than half of the  clusters trapped in 
local minima above the  global minimum. A 
simplified Einstein model with Rice-Ram- 
sperger-Kassel-Marcus (RRKM) (32) rate 
coefficients in a master equation for this 
cluster also showed similar difficulties in 
reaching the  double icosahedron. T h e  

(KC1)3Z cluster, in  contrast, found its way to 
a rock salt structure even if the  energy was 
removed a t  1012 K S C ' ;  only if the quench- 
ing is faster than about 1013 K s-' does this 
system get trapped in any of the  a~norphous 
structures (25,  33).  

In the fourth and fifth steps of the proce- 
dure we constructed well-to-well rate coeffi- 
cients and, from them, a master equation. T h e  
difference between the two kinds of clusters 
becomes clear in this analysis. Because the 
decreases in energy from one well to the next 
are small and the saddle heights remain 
roughly constant or slightly increasing down a 
sequence, the ArI9 cluster probably comes 
close to thermal equilibrium in each well be- 
fore it passes over the next saddle. Conse- 
quently, the well-to-well rate coefficients can 
be estimated reliably by RRKM theory (34) 
and yield a sufficiently accurate master equa- 
tion, which is linear and Markovian. In con- 
trast, when a (KCl),, cluster passes downward 
over saddles such as those from minima 9 to 8, 
5 to 4, and 2 to 1 on the heavily drawn path 
of Fig. IB, the mean potential energy decreas- 
es and the mean kinetic energy increases to a 
value considerably higher than that in the 
previous well. More precisely, the mean kinet- 
ic energy in the mode associated with the 
saddle crossing increases momentarily. Com- 
puting the rate coefficient for passage from 
this newly entered well into the next well is 
not a simple task; the cluster may very well 
not be describable by a single internal vibra- 
tional temperature on the time scale of this 
passage. The  planar projection of Fig. 1B may 
give a deceptive impression of simplicity. In 
fact, it is unlikely that the motion carrying the 
cluster over one saddle, for example, from 8 to 
7,  involves the same coordinate that carries 
the cluster over the next saddle, for example, 
from 7 to 6. However, the rate of passage over 
a saddle d e ~ e n d s  sensitivelv on the amount of 
energy in t i e  mode corresponding to the re- 
action coordinate for that process. 

T h e  rate of passage down a sequence in 
a system such as (KCl),, involves a compe- 
tition between transfer of energy into the  
reactive mode, especially from the  mode 
uniquely energized by the  previous saddle 
crossing, and transfer of energy into the  sea 
of other modes, which act much like a 
thermostat. This competition not only 
makes the  master equation more difficult to 
construct than in a situation satisfying a 
form of local thermal eauilibrium, but also 
makes the master equation nonlinear and 
non-Markovian. Furthermore, such cases, 
in extremis, may require the  introduction of 
specific state-to-state rate constants instead 
of thermalized well-to-well auantities 
which, in effect, incorporate averaging over 
modes that is fast with respect to  the rates 
of well-to-well passages. 

T h e  analyses presented here begin to 
show the  links from interatomic forces to 

topographies and a way to characterize 
those topographies, thence the  dynamics 
engendered by the  topography, including 
nucleation and growth, and finally the  
glass-forming or structure-seeking charac- 
ter. There are probably other systems that 
form glass structures much better than ArI9,  
particularly clusters whose interparticle 
forces have very short ranges, such as clus- 
ters of C60 molecules ( 1  1 ,  35);  accordingly, 
the  two examples used here cannot be 
called opposite extremes. Nevertheless, 
these e x a m ~ l e s  illustrate the  connection 
between topographies of potential surfaces 
and the  tendencies of svstems to form elass- 

u 

es or to seek specific structures. In  this 
sense, Ar19, with its sawtooth topography, 
tells us something about the  atomic origins 
of glass formation, and (KCl),, tells us 
about crvstallization bv nucleation and 
growth aAd perhaps also' about the folding 
of proteins. T h e  funnel-like, staircase to- 
pography of the  (KCl),, surface in Fig. 1B is 
similar to  the  kind of landscape that has 
been proposed recently for the  potential 
surfaces of proteins (28). How far this in- 
ference can be carried will be apparent only 
when topographies of potential surfaces of 
polymers have been characterized in a man- 
ner analogous to that used here. 
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Catalytic Cleavage of the C-H and C-C Bonds of 
Alkanes by Surface Organometallic Chemistry: An 
EXAFS and IR Characterization of a Zr-H Catalyst 

a solid with remarkable catalytic activity for 
alkane activation. 

T h e  catalytic cleavage of the  C-H and 
C-C bonds of higher alkanes (paraffins) is 
also a subject of considerable importance. 
Paraffins are inert materials: Their transfor- 
mation to  lower alkanes (by hydrogenoly- 
sis) or to fuels (by dehydrocyclization) usu- 
ally requires heterogeneous catalysts work- 
ing at rather high temperatures (typically 
500°C). If such reactions could be carried 
out a t  a much lower temperature, it would 
be of great economical advantage. Si in~lar  
reactions may also ~ l a v  a role In the  forma- 

L ,  

tion of natural gas ( 1 ) ;  it has recently been 
proposed that ethane and methane may be 
formed catalytically rather than by thermal 
decomposition of sedimentary organic mat- 
ter (1 ) .  This hypothesis could alter the  way 
in which we view the  generation and dis- 
tribution of oil and gas in  the  Earth. 

Judith Corker," Frederic Lefebvre, Christine Lecuyer, W e  have d~sco\,e&d that it IS poss~ble to 

Veronique Dufaud, Franqoise Quignard, Agnes Choplin, 
carry out the  catalytic hydrogenolys~s of 
several simple alkanes (for example, pro- 

John Evans, Jean-Marie Basset* pane, butanes, and pentanes, a ~ t h  the  ex- 

The catalytic cleavage under hydrogen of the C-H and C-C bonds of alkanes with 
conventional catalysts requires high temperatures. Room-temperature hydrogenolysis of 
simple alkanes is possible on a well-defined and well-characterized zirconium hydride 
supported on silica obtained by surface organometallic chemistry. The surface structure 
resulting from hydrogenolysis of (=SiO)Zr(Np), (Np, neopentyl) was determined from the 
extended x-ray absorption fine structure (EXAFS) and 'H and 2gSi solid-state nuclear 
magnetic resonance and infrared (IR) spectra. A mechanism for the formation of 
(=SiO),Zr-H and (=SiO),SiH, and the resulting low-temperature hydrogenolysis of alkanes 
is proposed. The mechanism may have implications forthe catalytic formation of methane, 
ethane, and lower alkanes in natural gas. 

T h e  grafting of organometallic compounds it has been shown that surface organo- 
onto surfaces is the  basis for the rapidly metallic fragments show substantially en- 
deve lo~ ine  field of surface oreanometallic hanced reactivitv and selectivity c o m ~ a r e d  

ception of e thane)  a t  mild temperatures by 
ineans of a catalvst consistine of a zirconi- 
um hydride supported o n  szica obtained 
by surface organoinetallic chemistry ( 2 -  
6) .  For example, neopentane ( N p - H )  was 
converted into isobutane and methane by 
the  catalyst Zr-H/SiO, in  t h e  presence of 
H, (1 a tm) a t  25°C after several hours. If 
long reaction times (several days) were 
used, t h e  final ~ r o d u c t s  were exclusively 
methane and e tcane  ( a n  alkane that  is no; 
cleaved by the  catalyst under hydrogen).  
Classical heterogeneous or even homoge- 
neous catalysts and enzymes normally do  
no t  achieve under hvdroeen such facile 
cleavage of the  C-C b o n i s  of siinple al- 
kanes into e thane and inethanes (5). W e  - - 

chemistry. T h e  reactivity of organometallic to analogous molecular complexes or classi- report here t h e  structure of the  catalyst 
fragments with surfaces is of special rele- cal heterogeneous catalysts. Uie report here and its precursor a t  a n  atoinic and molec- 
vance to the  understanding of the mecha- how the desien of a well-characterized zirco- ular level. Herebv. we wish t o  show how 

0 - , , 
nisms in heterogeneous catalysis, which are nium hydride supported on silica can lead to this activity call be achieved. 
still ~ o o r l v  understood, and to the design of 

& ,  - 
well-defined heterogeneous catalysts, which 
is also a challenge. T h e  potential advanta- Table 1. The Zr K-edge EXAFS-derived structural parameters for the grafted Zr complexes on s~lica 
ges of catalysts based o n  surface organome- dehydroxylated at 500°C. For Zr K-edge spectra, AFAC = 0.89* and VPi = -2.0 eV+; values of the 
tallic fragments over soluble orgallometallic photoelectron energy at zero wave vector (E,) for samples (=SI-O)ZrNp, and (-S-O),ZrH were 13.5 and 

complexes are considerable: site isolation 20.7 eV, respectively. The Debye-Waller factor is given as  2m2, where u is the root-mean-square 
internuclear separation. The values given in parentheses represent the statistical errors generated n 

pre17ents undesirable side reactions (notably, EXCURVE; for true error estlmatlon, see (6). 
bimolecular decomposition pathways), and 
the problem of catalyst separation and recov- Coordination Distance 2p2 R factor 
ery is conveniently resolved. In  some cases, Shell number R (4 (A2) (%I 
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~ ~ ~ ~ ~ ~ ~ " , * , ~ ~ ~ ~ ~ I i ~ ~ ~ ~ ~ ~ , " , " ~ , " ~ , " ~ r ~ , " , " , " , " , " r a  xAFAC.C, a nondlmensional factor describing the effects of multiple excitations resuning in the reduction of EXAFS 
amplitude, taken to be independent of the envronment around the absorbing atom. -;-VPI, constant Imaginary 
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