
Area 1 
Wiring the brain. Area frequency distribution for 150,000 different optimal hierarchical orderings of 
brain areas. The boxes are shaded according to the relative occurrence of an area at a particular 
level across all the computed hierarchies. The main peaks are denoted by frames in thicker lines, 
and the ordering of the peaks also represents an optimal hierarchy. The number of levels in the 
optimal hierarchies ranged between 13 (for 21 hierarchies) and 24 (for 3 hierarchies), with the peak 
of the distribution of levels around 18 levels (39,636 hierarchies) and 19 levels (40,131 hierarchies). 
The variability in the positions of the areas is due to the indeterminacy of the relations between ar- 
eas, which allows both different positions relative to one another in different hierarchies and hierar- 
chies with different total numbers of levels. The cortical area abbreviations are explained in (2). 

reported absent. The sparsity of connectivity, 
particularly between parietal and infero- 
temporal areas, leaves many degrees of free- 
dom for arrangements of the areas that fit the 
constraints equally well. Hence, further data, 
if classified by the presently understood crite- 
ria, would still not specify the exact ordering 
of cortical stations in the visual system. 

Some visual areas had fixed relative DO- 

sitions (see figure). These were the uniquely 
placed V1 and V2, V4t and MT (same level 
in all hierarchies), MSTd and VIP (same 
level), and CITv. CITd, and STPD (same 

and there are fixed relations between some 
visual areas. FST may consist of two sub- 
components whose connectivity we have 
predicted. 

This computational approach further al- 
lows precise predictions about connectivity; 
these predictions suggest specific anatomi- 
cal experiments that would be particularly 
informative (see <http://www.psychology. 
ncl.ac.uk/www/predictions.html> for our 
top ten predictions). 
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On Hierarchies: 
Response to Hilgetag et a/. 

David C. Van Essen and 
Daniel J. Felleman 

By demonstrating vast numbers of hierar- 
chical schemes that are equally good solu- 
tions to a set of anatomically based hierar- 
chical constraints, Hilgetag et al. (1) have 
provided an interesting twist to the notion 
of hierarchical processing in the macaque 
visual cortex. A major reason why they 
found such a large number of solutions is 
that they elected not to apply an important 
constraint used in previous hierarchical 
analyses (2, 3), namely that two areas 
should be placed at the same level when- 
ever ~ossible to minimize the total number 
of levels in the hierarchy. It would be inter- 
esting to know how many equivalent solu- 
tions their search strategy would identify if 
this constraint were reinstated. If that num- 
ber remains large, further reduction might 
be attained by using more stringent ana- 
tomical criteria (relating, say, to the num- 
ber of hierarchical levels between a pair of 
connected areas, not just whether the rela- 
tion is higher, lower, or equal). 

Clearlv. there is more than one wav to , . 
skin the hierarchical cat. It remains an open 
auestion whether the com~lete mosaic of vi- 
sual areas in primates will ultimately be de- 
scribed as a "pure" hierarchy with one or 
many solutions with no constraint viola- 
tions. Alternatively, the evidence may even- 
tually point more toward visual cortex as a 
"quasi-hierarchy" (3) that includes inherent 
ambiguities and irregularities, not unlike hi- 
erarchical relations in other complex sys- 
tems-such as human society. 
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Rejoinder: We have considered optimal hi- 
erarchies with as few levels as possible. A 
large number of hierarchies still emerge. But 
this approach requires preferring "=" to ">" 
or "<", when the constraint is "1" or "S", 
an arbitrary choice that is difficult to justify. 
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