don et

inactivation would arise from a race be-
tween the dissociation of a blocker mole-
cule and the dissociation of this K* ion
(Fig. 3E) (15). In support of the idea that
the control site is in the pore, we found a
substantial voltage dependence for exter-
nal K* binding to the blocked channel,
with lower occupancy and thus faster in-
activation at more positive voltages (elec-
trical distance of 0.5 * 0.1) (16).

Intracellular open channel blockers can
produce use-dependent blockade of K*
channels by promoting cumulative inacti-
vation in~two ways. First, blockade of out-
ward K™ flux leads to faster inactivation.
This effect is sensitive to blocker dwell time
and is opposed by external [K*] in the
physiologic range. Second, blockers can ex-
ert an allosteric effect on inactivation. Un-
derstanding the factors controlling the use
dependence of K™ channel blockers should
help the development of better therapeutic
agents, particularly in cases in which insuf-
ficient or even reverse use dependence is a
serious problem for the therapeutic value
and safety of channel blockers (17).
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Horizontal Cells of the Primate Retina: Cone
Specificity Without Spectral Opponency

Dennis M. Dacey,” Barry B. Lee, Donna K. Stafford,
Joel Pokorny, Vivianne C. Smith

The chromatic dimensions of human color vision have a neural basis in the retina. Ganglion
cells, the output neurons of the retina, exhibit spectral opponency; they are excited by
some wavelengths and inhibited by others. The hypothesis that the opponent circuitry
emerges from selective connections between horizontal cell interneurons and cone pho-
toreceptors sensitive to long, middle, and short wavelengths (L-, M-, and S-cones) was
tested by physiologically and anatomically characterizing cone connections of horizontal
cell mosaics in macaque monkeys. H1 horizontal cells received input only from L- and
M-cones, whereas H2 horizontal cells received a strong input from S-cones and a weaker
input from L- and M-cones. All cone inputs were the same sign, and both horizontal cell
types lacked opponency. Despite cone type selectivity, the horizontal cell cannot be the
locus of an opponent transformation in primates, including humans.

The retina is the site of two fundamental
stages in the neural representation of color.
First, the visual image is discretely sampled
by three types of cone photoreceptor with
different spectral sensitivities (1). Only 7 to
10% of the cones are S-cones (2); the re-
mainder are L- and M-cones. Second, cone
signals interact antagonistically to form
spectrally opponent pathways (3). In a red-
green pathway, signals from L- and M-
cones are differenced, and in a blue-yellow
pathway, signals from S-cones oppose a
combined signal from L- and M-cones. For
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nearly 40 years, it has been known that
these opponent signals are a property of
retinal ganglion cells, the output neurons of
the retina, yet the interneuronal circuitry
that creates the opponent transformation
has remained virtually unstudied because of
the technical difficulties of making intra-
cellular recordings from the intact retina of
primates (4, 5).

In nonmammals with trichromatic vi-
sion, horizontal cells—one class of interneu-
ron—display spectral opponency (6). A
long-held view is that an opponent trans-
formation occurs by cone type-selective
negative feedback from horizontal cells to
cones (7). Indirect evidence for such oppo-
nent feedback in primates is conflicting.
Boycott and Wissle reported that two hot-
izontal cell types (Hl and H2) contact all
cone types nonselectively and should not,
therefore, subserve opponency (8); the first



Fig. 1. Identification of horizontal cell types in the
macaque retina in vitro. (A) Flat-mounted retina in
vitro stained with DAPI; the plane of focus is on the
horizontal cell layer (longer arrow, cells with larger
nuclei; shorter arrow, cells with smaller, less in-
tensely flucrescent nuclei). Scale bar, 25 pm. (B)
Intracellular injection of Neurobiotin into cells with
larger nuclei revealed the morphology of H1 cells
(72). The H1 cell patch is located in the inferior
retina, 11 mm from the fovea. The asterisk indi-
cates the recording site; scale bar, 50 pm. (C)
Intracellular injection of cells with smaller nuclei
revealed the morphology of H2 cells (8, 72). The

cell patch is located in the temporal retina, 10 mm from the fovea. The asterisk
indicates the recording site; scale bar, 50 um. (D) H1 cell dendritic network at
higher magnification. The plane of focus is on the dendritic terminals that
innervate and demarcate most of the cone pedicles (three pedicles are indi-

recordings from H1 cells also suggested an
excitatory input from all three cone types
(4). In contrast, others have reported that
primate horizontal cells do make preferen-
tial cone connections, that a third horizon-
tal cell type exists, and that spectral oppo-
nency should, therefore, originate at the
level of the cone photoreceptor (9). Here,
we used intracellular methods in an in vitro
preparation of macaque retina to identify
the functional and anatomical pathways be-
tween cones and horizontal cells.

In the in vitro retina, individual hori-
zontal cell nuclei were fluorescently labeled
and visually targeted under microscopic
control for intracellular recording and
staining (10, 11). Two cell populations
were observed in the horizontal cell layer: a
brightly labeled, regular mosaic of large nu-
clei, and a more dimly stained, less regular
distribution of smaller nuclei (Fig. 1A). In-
tracellular staining with the tracer Neuro-
biotin (Vector, Burlingame, California)
showed that the large and small cells corre-
sponded to primate H1 and H2 cell types
(12, 13). For both H1 and H2 cells, Neu-
robiotin passed into neighboring cells of the
same type—presumably through gap junc-
tions (14)—and revealed a “patch” of the
cellular mosaic (Fig. 1, B and C). H1 cells
had relatively large cell bodies, thick, radi-
ating dendrites, and distinct, flowerlike
clusters of dendritic terminals that contact-
ed and clearly demarcated individual cone
pedicles (Fig. 1, B and D). H2 cells had
smaller cell bodies and thin, meandering
dendrites that made only sparse contact
with most of the cone pedicles (Fig. 1, C

Fig. 2. Relative excitations of L-,
M-, and S-cones in response to
LED stimulus conditions. Red (R),
green (G), and blue (B) LEDs have
dominant wavelengths of 638, 554,
and 445 nm, respectively. (A) Lumi-
nance modulation. The red and
green LEDs are set to equilumi-
nance and run in phase (blue LED

off). This stimulus is most effective D*®

for the L- and M-cones; S-cone Gosooees
stimulation is negligible. (B) Chro-
matic modulation. The red and
green LEDs are set to equilumi-

cated by arrows). Scale bar, 15 pm. (E) H2 cell dendritic network at higher
magnification. The plane of focus is on the dendritic terminals; most cone
pedicles are sparsely innervated (short arrows), but a small subset of pedicles
are densely innervated (longer arrows). Scale bar, 15 pm.

LEDs L-cone M-cone S-cone
AL T 1L —
I
..... o
I

nance and run in counterphase (blue LED off). During counterphase modulation, M-cones are more
deeply modulated (M-cone contrast, 69%; L-cone contrast, 20%). (C) Selective L-cone modulation
(L-cone contrast, 53%). (D) Selective M-cone modulation (M-cone contrast, 74%). (E) Selective S-cone
modulation. The blue and red LEDs were modulated in counterphase with the green LED; modulation of
the green LED was at 100% and the blue and red LEDs were reduced to 75% and 25% of maximum,
respectively, to silence L- and M-cones (27) (S-cone contrast, 85%).

and E). The two cell types were also distin-
guished by the characteristic morphology of
their axonlike processes (12, 13).

We recorded the light response of H1
and H2 cells by means of a trichromatic
stimulator that was designed to identify
cone photoreceptor activity. Light from
three light-emitting diodes (LEDs) was de-
livered through the camera port of the mi-
croscope to the vitreal surface of the retina
as a spot, 1° or 5° in diameter and modu-
lated in time as square waves. The phase
and radiance of the LED output were ad-
justed to give luminance flicker (Fig. 2A) or
equiluminant chromatic flicker (Fig. 2B)
(15, 16). The relative modulation ampli-
tudes of the LEDs were adjusted by the
method of silent substitution (17) to pro-
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duce stimuli that-would selectively modu-
late the L-, M-, or S-cones (Fig. 2, C
through E) (18).

The LED stimulus revealed a clear dif-
ference in the physiological cone connec-
tions for the H1 and H2 cells. All H1 cells
(n = 121) hyperpolarized to luminance in-
crement (Fig. 3A), and they gave either no
response or a very small amplitude modula-
tion at twice the stimulus frequency to
chromatic modulation (Fig. 3B). All H1
cells received a sign-conserving input from
both L- and M-cones (Fig. 3, C and D).
However, none of the H1 cells responded to
selective stimulation of the S-cones (Fig.
3E). Thus, the HI1 cell is not red-green
opponent and appears to completely lack an
input from S-cones.
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Similarly, H2 cells (n = 36) also hyper-
polarized to luminance modulation (Fig. 4,
A and B), received a combined excitatory
input from both L- and M-cones, and were
not red-green opponent (Fig. 4, C and D).
However, all H2 cells were also strongly

hyperpolarized by selective stimulation of
S-cones (Fig. 4E). The response of the H2
cell to the S-cone stimulus was of the same
sign as and similar in amplitude to the
response to either the L- or M-cone stimu-
lus. Thus, the S-cone input to the H2 cell

Luminance

15 mV

7 e

@
:
:

S-cone

025s

Fig. 3. Cone inputs to the H1 horizontal cell. The phase and relative
amplitude of cone excitations (see Fig. 2) are shown beneath each
voltage trace. (A) The H1 cell gives a sustained hyperpolarizing re-
sponse to luminance increments. (B) Equiluminant counterphase mod-
ulation of red and green LEDs elicits a small amplitude hyperpolarization
at twice the stimulus frequency (solid line, L-cone modulation; dotted
line, M-cone modulation). (C and D) Selective modulation of L- or
M-cones also elicits a hyperpolarizing response that is in phase with the
modulated cone type. (E) Selective S-cone stimulation elicits no re-
sponse. (F) Camera lucida tracing reveals the connections between the
H1 cellular mosaic and the overlying mosaic of cone pedicles; scale bar,
15 pm. The dense, flowerlike terminals arising from the H1 dendrites
clearly demarcate each pedicle that is contacted. Innervated pedicles

are indicated by the white “holes" in the shaded background. The H1 cells contact almost all of the
overlying cone pedicles (presumed L- and M-cones), but three cones in this field are skipped (7 to 8%;
presumed S-cones), which accounts for the lack of S-cone input observed physiologically. Approximate
positions of the *‘skipped” pedicles are indicated by the three “‘empty” holes in the mosaic.

>

Luminance

5mV

025s

Fig. 4. Cone inputs to the H2 horizontal cell. The phase and relative
amplitude of cone excitations are shown as in Fig. 3. (A) H2 cells
respond to luminance modulation with a sustained hyperpolarization.
(B) Chromatic modulation of the red and green LEDs eliminates the H2
cell response. (C and D) The H2 cells also hyperpolarize to the L- and
M-cone selective excitation. (E) The H2 cells are also hyperpolarized by
selective S-cone stimulation. (F) Connections between the H2 cellular
mosaic and the overlying mosaic of cone pedicles; scale bar, 15 wm.
The location of each innervated pedicle is indicated by the white holes in
the shaded background. Almost all of the pedicles are sparsely inner-
vated by a few terminals. A small number of regularly spaced pedicles (7
to 8%; three are shown, and the one in the upper left is indicated by an
arrow) are densely innervated by terminals that arise through the con-

vergence of dendrites from a number of surrounding H2 cells. These are presumed S-cones (79), and
their selective contact with the H2 cell mosaic can account for its strong physiological response to

selective S-cone stimulation.
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does not underlie a blue-yellow opponent
signal.

The morphology of the H1 and H2 cell
patches reveals the pattern of contact be-
tween cone pedicles and the horizontal cell
dendritic networks (Figs. 1D, 1E, 3F, and
4F), which provides an anatomical basis for
their different responses to cone-isolating
stimuli. The H1 dendritic terminals (Fig.
3F) densely innervate the majority of over-
lying cone pedicles. However, counts of
overlying cone cell bodies revealed that 7 to
8% of the cones are not innervated, and
thus holes often appear in the mosaic of
pedicle contacts. The scarcity and regular
spacing of these holes and the lack of re-
sponse to S-cone stimulation suggest that
the H1 cells avoid or only rarely contact the
S-cone pedicles. Conversely, terminals of
the H2 cell dendrites make only sparse con-
tacts with the majority of cone pedicles and
densely innervate 7 to 8% of the pedicles
(Fig. 4F). The number and regular spacing
of these densely contacted pedicles, taken
together with the H2 cells’ response to S- -
cone stimulation, strongly suggest that
these pedicles belong to S-cones (19).

We conclude that in trichromatic pri-
mates, including humans, spectral oppo-
nency does not arise from negative feedback
from horizontal cells to cones. What, then,
is the neural locus for a cone opponent
transformation? Recent analysis of a blue-
yellow opponent ganglion cell suggests, sur-
prisingly, that antagonism between S-cone
and L- and M-cone signals may arise from
direct input to a bistratified ganglion cell
dendritic tree from an ON-center bipolar
cell that connects exclusively to S-cones
and an OFF-center bipolar cell that con-
nects to L- and M-cones (10). The circuitry
that underlies red-green opponency and an-
tagonism between L- and M-cones remains
controversial (20).

If spectral opponency is not the role of
the two horizontal cell types, what is their
purpose in retinal function? Horizontal cells
can contribute, through lateral connec-
tions, to the inhibitory receptive field sur-
rounds of bipolar and ganglion cells (21).
It has been suggested that both horizontal
cell types connect similarly to all cones
and function synergistically to form the
surrounds of all ganglion cells (22). The
primate H1 and H2 cell circuitries offer an
alternative hypothesis: The two horizontal
cell types contribute to the formation of
parallel cone signal pathways at the first
synaptic step in vision. Thus, H1 cells
could contribute to pathways that trans-
mit L- and M-cone signals only, whereas
the H2 cells are concerned with the S-
cone signal pathway. Because two horizon-
tal cell types are present in most mammals,
our primate results may reflect a general
mammalian pattern.
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Molecular Detection of Primary Bladder Cancer
by Microsatellite Analysis
Li Mao, Mark P. Schoenberg, Marshall Scicchitano,

Yener S. Erozan, Adrian Merlo, Donna Schwab,
David Sidransky*

Microsatellite DNA markers have been widely used as a tool for the detection of loss of
heterozygosity and genomic instability in primary tumors. In a blinded study, urine sam-
ples from 25 patients with suspicious bladder lesions that had been identified cysto-
scopically were analyzed by this molecular method and by conventional cytology. Mi-
crosatellite changes matching those in the tumor were detected in the urine sediment of
19 of the 20 patients (95 percent) who were diagnosed with bladder cancer, whereas urine
cytology detected cancer cells in 9 of 18 (50 percent) of the samples. These results
suggest that microsatellite analysis, which in principle can be performed at about one-
third the cost of cytology, may be a useful addition to current screening methods for

detecting bladder cancer.

There are approximately 50,000 new cases
of bladder cancer each year in the United
States; it is the fourth most common cancer
in men and the eighth most common in
women (1). Urine cytology is a common
noninvasive procedure for the diagnosis of
this disease (2), but it can miss up to 50% of
tumors (3). The “gold standard” for diagno-
sis is cystoscopy, which allows visualization
and direct biopsy of suspicious bladder le-
sions. However, because cystoscopy is an
expensive and invasive procedure, it cannot
be used as a general screening tool for the
detection of bladder cancer. Because early
diagnosis of bladder cancer is critical for
successful treatment, there is a pressing
need for more sensitive and cost-effective
diagnostic tools (4).

Multiple genetic changes occur during
the development of primary bladder cancer
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(5). For example, mutations in the tumor
suppressor gene p53 signal the progression
to invasiveness and have been successfully
used as molecular markers for the detection
of cancer cells in urine samples (6). How-
ever, this diagnostic strategy has limited
clinical application because the techniques
are cumbersome and because p53 mutations
appear relatively late in the disease (6, 7).

We have suggested that microsatellite
markers might be useful as clonal markers
for the detection of human cancer (8) be-
cause simple DNA repeat alterations can be
readily detected in clinical samples by the
polymerase chain reaction (PCR). Here, we
tested this suggestion in a pilot study of
bladder cancer patients. We first screened
60 trinucleotide and tetranucleotide mark-
ers in the DNA from 50 anonymous prima-
ry bladder cancers (9). Of these cancers, 40
(80%) contained at least one marker alter-
ation when compared with the DNA from
matched normal lymphocytes. We calculat-
ed that a panel of the 10 most useful mark-
ers would theoretically detect alterations in
52% of all cancers (10).

Twenty-five patients presented with
symptoms suggestive of bladder cancer (for
example, gross hematuria) and were found
to harbor suspicious lesions at cystoscopy.
Urine samples were collected (before cys-
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