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Quantum Engineering of 
Optical Nonlinearities 

E. Rosencher, A. Fiore, B. Vinter, V. Berger, Ph. Bois, J. Nagle 

Second-order optical nonlinearities in materials are of paramount importance for optical 
wavelength conversion techniques, which are the basis of new high-resolution spectro- 
scopic tools. Semiconductor technology now makes it possible to design and fabricate 
artificially asymmetric quantum structures in which optical nonlinearities can be calculated 
and optimized from first principles. Extremely large second-order susceptibilities can be 
obtained in these asymmetric quantum wells. Moreover, properties such as double 
resonance enhancement or electric field control will open the way to new devices, such 
as fully solid-state optical parametric oscillators. 

W h e n  light 1s lncldent on matter, the 
bound electrons vlhrate in the electromag- 
netic field. 'While moving under the electro- 
magnetic force, the electrons generate a syn- 
chronous polarization field, which interferes 
wit11 the original field. At  low amplitude, 
this generated field is proportional to the 
exciting one, and the interference between 
the drlvlng field and the generated one is the 
origin of the linear properties of light In 
matter, such as those described by the optical 
index of refraction. If the potential that 
binds the electrons in the materlal is asym- 
metric in space, the electron orbits will he 
distorted relatlve to the symmetric case, that 
is, elongated in the direction of the Inore 
confining part of the potential. The distorted 
electron orbits will then generate harmonic 

The authors are at Laboratoire Central de Recherches de 
THOMSON-CSF, Domaine de Corbevile, 91404 Orsay, 
France 

polarization waves (1-3). For instance, a 
wave at radial frequency o \vi11 generate a 
lvave at freauencv 2 0 :  This 1s called second- . , 
harrnonlc generation (SHG) and is widely 
used in the field of nonlinear optics. If we 
assume a time (t)-varying electromagnetic 
field of amplitude E polarized along the i 
axis (E eP'"'e,), the generated SHG polariza- 
tion ~ $ ( t )  along the x axis e, is related to 
the f~~ndainental electromagnetic fleld 
through the relatlon 

where E~ is the vacuum permittivity, is 
the second-order optical susceptibility coef- 
flcient for SHG in this polarization config- 
uration, and C.C. is the co~nplex conjugate 
of the first term (4). 

The  required asyminetry of the electron 
binding potential is present in naturally 
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Fig. 1. (A) Energy versus depth z for a GaAs/ 
AlxGal -,As heterostructure. Because of the differ- 
ence in chemical affinities, the GaAs layer, which 
has a small band gap, behaves as a potential well 
for electrons and holes, whereas the AlxGal -,As 
layer, with a larger band gap, acts as a potential 
barier. When the GaAs layer is thin enough, the 
particle energies corresponding to the motion 
along the z growth axis are quantized into levels: 
el ,  e,, . . .for electrons and hh,, hh,, . . .for 
holes. (B) The wrier motion parallel to the inter- 
face is free and therefore a kinetic energy must be 
added to the quantized energy levels ei and hh,, 
which are thus the bottom of subbands with qua- 

. kll 

dratic dependence with the parallel wavevector 4,. Optical transitions between electron (or hole) subbands 
are intersubband transitions and, given that the electron (or hole) subbands are parallel, lead to a single- 
photon energy absorption, e,-el for instance. Optical transitions between electron and hole subbands 
(interband transitions) involve bands of opposite convexity and are therefore distributed in energy. 

asymmetric crystal. structures such as K Q  
and LiNb03 and in chemically engineered 
organic crystals such as POM (3-methyl-4- 
nitropyridin-1-oxide) (5). Despite the large 
number of possible applications, optical fre- 
quency conversion (such as frequency dou- 
bling) by optical nonlinearities has not re- 
sulted in large-scale applications, mainly be- 
cause the processability of these nonlinear 
materials is not industrially mature. Here, we 
review a different way of synthesizing artifi- 
cially asymmetric structures that is based on 
semiconducting heterostructures, where the 
asymmetries are engineered and optimized 
for any given wavelength or specific applica- 
tion. These structures have novel properties 
such as giant double-resonance effects and 
allow the development of new phase-match- 
ing techniques. The field can profit from the 
know-how of the semiconductor industrv. , , 
potentially leading to large-scale applica- 
tions of nonlinear optical conversions. 

To create an effective potential for elec- 
trons, one uses the different band gaps of 
different semiconductors. The basic build- 
ing block is therefore the heterojunction of 
two semiconductors, which is obtained 
when one semiconductor is grown on top of 
another so that there is an abru~t  interface 
between the two and perfect conservation 
of crystallinity. The fabrication of hetero- 
junctions is made possible by modem tech- 
niques of semiconductor epitaxy, which al- 
low the growth of alternating layers of dif- 
ferent semiconductors with thicknesses that 
can be controlled down to one atomic laver 
(6). The most studied semiconductor sys- 
tem is GaAslAlGaAs; others include InP/ 
InGaAslInAlAs and SilGe. The band gap is 
an intrinsic property of each semiconductor 
and is not changed by the interface, but at 
the interface, there will be a discontinuity 
between the two conduction bands and a 
discontinuity between the valence bands. 
The Dartition between the conduction- and 
valence-band discontinuities is determined 
by the local chemistry on an atomic scale 
and generally has to be determined experi- 

mentally. For an electron in the conduction 
band of such a heterostructure, the discon- 
tinuity results in a step in potential energy. 
It is therefore possible, with a suitable suc- 
cession of layers of different semiconduc- 
tors, to tailor, within limits, any potential 
profile. The structures of interest for non- 
linear optics are quantum wells (QWs), 
which are formed by growing series of very 
thin layers of different materials (Fig. 1A). 
If the width of the potential well formed by 
the material with the smaller band gap is 
less than the deBroglie wavelength of the 
electrons or holes in the material (for ex- 
ample, less than -15 nm for electrons in 
GaAs), the motion of the carriers can be 
considered as quantized in the direction 
normal to the growth axis, whereas in the 
plane of the quantum wells, their motion is 
still free (6). Consequently, the wave func- 
tions of the electrons and holes are given by 
a triple product: a periodic part that de- 
scribes the diffraction of the carriers by the 
periodic potential of the crystal (which 
strongly depends on the host crystal), a 
two-dimensional free wave function that 
describes the free motion parallel to the 
QWs, and an envelope wave function that 
describes the quantized motion of the car- 
riers normal to the QWs (7). 

The Quantum Mechanics of 
Semiconductor Quantum Wells 

Here we use, for the sake of clarity, a simple 
two-band Kane semiconductor model (7). 
Consequently, we neglect nonparabolicity 
and do not consider holes in the valence 
band with different masses. These subtleties 
could be introduced at the expense of phys- 
ical clarity. Having these restrictions in 
mind, we can write the wave functions of 
the bound electron and hole states in a QW 
grown along the z direction as 

Fig. 2 Intersubband optical transition energies 
(from e, to el) in GaAs/AIXGal-./s QWs as a 
function of QW thickness d and Al concentration x 
in the banier (each curve differs by 5%). The QW 
parameters (thickness and Al concentration) can 
be adjusted during growth to meet any wave- 
length requirement between 5 and 20 pm. The 
corresponding photon wavelength X, is given on 
the right. 

where u, and u, are the periodic parts of the 
Bloch functions in the conduction and va- 
lence bands, respectively, near the center of 
the crvstal Brillouin zone (at wave vector k = 
0), is the wave vector in the xy plane, and 
the space coordinate r = (rI1, 2). The electron 
and heavy hole envelope wave functions en(z) 
and hhm(z) are the nth and mth solutions of 
the onedimensional Schdinger equation in 
the z-growth direction: H,en(z) = enen(z) and 
H,hhm(z) = hhmhhm(z), where en and hhm are 
the transverse energy of the nth conduction 
subband and mth valence subband, respec- 
tively. The zdependent part of the Hamilto- 
nians are He = pf/2me + Ve(z) and H, = 
pi/2rn, + Vh(z), where p is the particle 
momentum, me and rn, are the conduction 
and heavy hole band effective masses, and 
Ve(z) and Vh(z) represent the profile of the 
conduction- and valence-band potentials, re- 
spectively. The eigenenergies of the S c M -  
inger equation in the effective-mass Hamil- 
tonian approximation are thus given by 

where E, = tio, is the band gap of the bulk 
material and ti is the Planck constant; the 
second terms in Eqs. 3a and 3b represent 
the kinetic energies of motion parallel to 
the interfaces. 

In the QWs, the electrons and holes are 
thus distributed over energy subbands (Fig. 
1B): The electron subbands are parallel to 
each other and have a ~ositive convexitv, 
whereas the hole subbaAds, which are al& 
~arallel to each other (within the two-band 
model), have a negative convexity. Two 
different types of optical transitions may 
thus take place in these QWs, depending on 
whether the initial and the final states be- 
long to the same band or not. 
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lntersubband Optical Transitions 
in Quantum Wells 

We first consider the case where the initial 
and final states originate from the same 
band-for instance, the conduction band. Be- 
cause the ground states are a priori unoccu- 
pied, the QWs must be doped so that the 
electrons given by the donors occupy states in 
the ground subband. Typlcal doping densities 
are 10" to 1012 cm-' per well. Because the 
subbands are parallel and the optical transi- 
tions conserve parallel momentum, the ab- 
sorption is resonant at a photon energy given 
by the elnergy separation between the sub- 
bands: h o 1 2  = el - el (Fig. IB). In other 
words, although the electron states orieinate - " 
from a three-dimensional continuum, all of 
the transitions have the same energy: Conse- 
quently, for intersubband transitions, a Q W  
behaves as a purely one-dimensional quantum 
system. Figure 2 shows the energies of electron 
intersubband transitions in the GaAsIAl- 
GaAs system as a f ~ ~ n c t i o n  of Q W  thickness 
and aluminum concentration x. The  hieher " 
the A1 content in the barrier, the higher are 
the band discontinuities and the intersubband 
transition energy. T h e  system parameters can 
be tailored during growth to tune the transi- 
tion ~vavelenoth to anv given value between 5 " , " 
to 20 p m  (including the important wave- 
length range of 8 to 12 pm,  corresponding to 
the atmosoheric transoarencv window). 

T h e  oitical dipolar matrix elements that 
describe the light coupling strength between 
the initial li) and final If) states of wave 
functions cp,(r) and cp,(r) are deflned as (8) 

where q is the  elementary charge. Because 
the  carriers belone to  the  same band, the  " 

integral in Eq. 4 is dominated by the  enve- 
lope wave functions (7).  This has two con- 
sequences. 

1 )  T h e  dipolar terms (el ,  k x e , ,  k )  and 
(el, k l l y ~ e 2 ,  k l l )  are zero. T h e  electromag- 
netic force along the  x or  y axis acting o n  
a free-electron gas is very inefficient (9) .  
T h e  interaction matrix element is then  
given by ( 7 )  

where a is the angle between the electric 
field of the light beam in the crystal and the 
growth axis. Note that the  integral (elzle2) is 
now performed o n  the envelope functions 
and that the periodic parts of the Bloch 
functions cancel out. T h e  cos a coefficient is 
specific to the electron intersubband transi- 
tions and is widely used as a signature of this 
effect in near heterostructure materials. 

2) The  dipole extension 7,' = (elzle2) is 
of the same order of magnitude as the Q W  

thickness, that is, in the range of a few 
nanometers. This is extremely large compared 
to the dipole extension in the host materials 
(a  few angstroms). However, as demonstrated 
by Khurgin, this intersubband dipole element 
is comparable to the interband one in a bulk 
material exhibiting a band gap of the same 
energy as the intersubband resonance (for ex- 
ample, HdCdTe) (1 0). 

T h e  intersubband absorption was ob- 
served for the first time in GaAsIAlGaAs 
multiquantum wells (MQWs) by West and 
Eglash (1 1)  and was subsequently used hy 
Levine et al. and other groups in a class of 
infrared photoconductive detectors (1 2).  
More recently, cascade lasers have also been 
demonstrated with the use of stimi~lated 
emission between QW subbands (13). 

lnterband Optical Transitions 
in Quantum Wells 

T h e  initial states of interband optical tran- 
sitions are located in the  fully occupied 
valence band, and the  final states are in the 
unoccupied conduction band. Because the 
energy versus wave vector dispersion curves 
are of opposite convexity, the absorption is 
distributed in energy (Fig. 1B). T h e  dipolar 
matrix elements describing the  interband 
transitions from a heavy hole state lhh,, k l l )  
to an  electron state e,,, k )  are now domi- 
nated by the  periodic Bloch parts and are 
given by (7) 

(el,,, kIqE.rlhh,,, k )  = E.(e,,,lhh,,)(uclqrlu,) 
(6)  

Compared to Eq. 5 for intersubband transi- 
tions, the  main differences are that (i)  the 
cos a term is absent, which leads to a 
dependence o n  the  angle of incidence dif- 
ferent from that in  the  intersubband case, 

Fig. 3. Different configurations of asymmetric 
quantum wells: (A) asymmetric coupled QWs, (B) 
eectrcaly based QWs, and (C) step-asymmetrc 
Al concentration. The arrows symbolze the two- 
photon process eadng to SHG, and the dotted 
n e s  represent a vrtual state durng the transition. 
(D) The intermediate state 1s real in the doubly 
resonant s t e~-QW structure. 

and (ii) the dipole extension is dominated 
by the  Bloch term rcV = (uirluv), which is 
of the  same order of magnitude as the in- 
teratomic distance. Conseauentlv, the in- , , 
terband dipolar nrolnents are much smaller 
than the  intersubband ones in the  same 
material (2).  

Second-Order Optical 
Nonlinearities in lntraband 

Transitions in QWs 

For intersubband transitions, the  dipole ma- 
trix elements are in  the  range of a few 
nanolneters instead of the  few picometers 
obtained in  molecular or ionic systems (2) .  
Because second-order ootical susceotibili- 
ties have a cubic dependence o n  the  dipole 
matrix elements, strong second-order opti- 
cal nonlinearities are expected in MQWs,  
provided that inversion symmetry is broken. 
This possibilitv was first addressed bv Gur- 
nick and ~ e ~ i m ~ l e ,  who, in their pioneer- 
ing work, suggested that one could obtain 
this asymmetry by growing AlGaAs MQWs 
with asymmetric composition gradients of 
A1 in the  growth direction (14).  Many 
structures have been proposed and analyzed 
theoretically (Fig. 3) (15-18). 

T o  understand the orieins of these huge " - 
nonlinearities, we briefly develop the  main 
lines of the quantum calculation of the  in- 
tersubband SHG coefficient. This calcula- 
tion is straightforward though cumbersome 
and leads to the following expression for the 
second-order susceptibility coefficient (4) 

T h e  sums are over all subbands, p, is the 
density of carriers occupying the ith subband, 
and h o ,  are the  optical transition energies 
between subbands i and j. For simplicity, the 

Wavelength (wm) 

Energy (meV) 

Fig. 4. Absorption curve and spectral dependance 
of SHG In a doubly resonant asymmetr~cal QW. 
The SHG coefficient ( X t 2 )  = 750 nmN) is 1800 
times that of the host material (GaAs). (Inset) 
Schematc energy band diagram of the structure. 
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EMsm 
broadening hT has been taken to be identi­
cal for all of the transitions. As a result of the 
intersubband selection rules, only the ZZZ 
element is nonzero. We analyze two cases 
that lead to large nonlinear effects. 

1) Simple resonance occurs when the 
SHG frequency 2a) is resonant with the 
single-transition energy (a)12 ^ 2o>) (Fig. 3, 
A through C). A single term is dominant in 
Eq. 7 (16) 

fc(2) 
b2co 

43 (p i - Pz) 

Z12&1: 

(a) — o)12
 — ir)(2o> — o)12 — iT) 

(8) 

where 812 = ^e1|?;|e1) — (e2\z\e2) is the spatial 
separation between the mean electron po­
sition in subbands 1 and 2: it is the mean 
electron displacement during the optical 
transition. Of course, if the QW is symmet­
rical, this displacement is zero. 

2) Double resonance occurs when the 
pump frequency (o is resonant with the 
frequency of the transition from the funda­
mental to first excited state (a>12), and the 
SHG frequency 2a) is resonant with the 
frequency of the transition from the funda­
mental to second excited state (a>13), re­
quiring a) *** o)12 ^ o>23. The second-order 
susceptibility in this case is given by (18) 

xS 
43 (p i - Pz) 

E0h
2 

^12^23^31 

(a) — o)12
 — iT)(2a> — 2o ir) 

(9) 

Once again, the product 1̂2̂ 23̂ 31 is iden­
tically zero for symmetric QWs. From 
comparison of the enhancement of the 
maximum SHG coefficients resulting from 
the double-resonance effect to those from 
the singly resonant one at the peak values 
(0) ~ Q)12) 

AZco, max 

fc(2) 
bZco, max ??2812 z r 

(10) 

it is evident that apart from the geomet­
rical factor ^12^23^31/̂ 12^12!' t n e main gain 
in the doubly resonant structure results 
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Fig. 5. Measured (points) and theoretical (solid 
curve) coefficients of DFG between 1.92 ± 0.25 
ixm and 2.39 ± 0.39 |xm radiations in strained 
InGaAs/AIGaAs asymmetric coupled QWs (26). 

from the long lifetime T - 1 of the electrons 
in the intermediate level e7 compared to 
the resonance period (oj^1. 

To maximize the second-order suscepti­
bility, one must compromise between the 
dipolar elements zX2 and 812 (Eq. 8): An 
increase of the QW asymmetry will enhance 
the mean electron displacement 812 but it 
will also decrease the overlap integral in £12. 
The optimization leads to a quantum limi­
tation in the second-order susceptibilities 
that is quite different in nature from earlier 
models (19), for example, the (nonquan-
tum) "polarizable sphere" model, which 
yields a (hu>)~2 dependence of x S (H) . 

Mid-Infrared Light Conversion by 
Intersubband Transitions in QWs 

The first experimental evidence of the huge 
quadratic susceptibility associated with in­
tersubband transitions in QWs was provid­
ed by Fejer et al. for single resonance (20). 
They studied the SHG of biased GaAs/ 
AlGaAs quantum wells (Fig. 3B) as a func­
tion of applied electric field at intersubband 
transition energies associated with wave­
lengths between 9.6 and 10.8 |xm; they 
obtained measured SHG coefficients as 
high as 28 nm/V, 73 times larger than those 
of the bulk GaAs host material. Much larg­
er enhancements were demonstrated by 
Rosencher et al. (18) and Boucaud et al. 
(21) in doubly resonant asymmetric step 
QWs (Fig. 3D). Figure 4 shows the absorp­
tion curve of a doubly resonant structure, 
which exhibits a Lorentzian lineshape with 
a total broadening of 10 meV, together with 
the SHG yield versus pump wavelength 
curve, which is also clearly resonant. The 
peak SHG coefficient is as high as 720 
nm/V, 1800 times that of GaAs. 

Capasso and co-workers thoroughly in­
vestigated the large nonlinear optical prop­
erties of asymmetric coupled InP/InGaAs/ 
InAlAs quantum wells (Fig. 3A) in the 8-
to 12-|xm range (22). In a doubly resonant 
structure, they obtained an SHG coefficient 
of 75 nm/V, 100 times that of InP. Far-
infrared (IR) difference frequency genera­
tion was also demonstrated by the same 
team by mixing two CO z lasers in doubly 
resonant QWs (23). 

Most of the above measurements were 
done in the 8- to 12-|xm range. This is 
because the confining potential of the bar­
riers, which has a chemical origin, is in 
practice limited to ^350 meV in the GaAs/ 
AlGaAs system (6) [corresponding to a 
maximum SHG photon energy of —120 
meV for the double-resonance condition 
(19)] and to - 5 0 0 meV in the InP/InGaAs 
system. To circumvent this difficulty, Chui 
et al. studied highly strained InGaAs/AlAs 
heterostructures grown on GaAs, for which 
the confinement potential can be as high as 

1.4 eV and the intersubband transition en­
ergies have been observed to be as high as 
400 meV (24). In this system, Chui et al. 
have demonstrated SHG (25) and differ­
ence frequency generation (DFG) of light 
with wavelengths of 8.66 to 11.34 |xm by 
mixing wavelengths of 1.92 ± 0.25 |xm and 
2.39 ± 0.39 |xm (26). The experiment was 
performed with a doubly resonant structure 
where the e1 —> e2 transition corresponded 
to the generated o)3 ~ 10-|xm wavelength 
and the transition corresponded to 
the o)^ a)2 — 2-|xm pump wavelengths. A 
peak DFG second-order nonlinear suscepti­
bility x(2)(wx — a)2 = o)3) as high as 12 
nm/V was measured (Fig. 5). This demon­
stration of mid-IR DFG is very promising 
because it opens the way to monolithic 
diode laser pumps and compact waveguide 
frequency converters as tunable room-tem­
perature mid-IR sources. 

It has been questioned, however, wheth­
er one could practically profit from these 
huge nonlinearities (27). Indeed, the inter­
action lengths between a nonlinear crystal 
and a pump laser beam are usually in the 
millimeter range. Because the absorption 
coefficients for intersubband transitions are 
around 104 cm - 1 , both the pump (a)) and 
the doubled (2a)) signals would be strongly 
absorbed. This problem has been addressed 
by DeTemple et al. (28), Boucaud and 
Julien (29), and Rosencher (30). Particular 
to the problem is that the SHG coefficients 
are so high in these doubly resonant systems 
that usable SHG yield may be obtained 
even for interaction lengths smaller than 
the absorption lengths. Theoretically, con­
version efficiencies as large as 20% should 
be obtainable with an interaction length of 
a few micronmeters but for pumping power 
near 10 MW/cm2. 

Fejer et al. recently proposed a way to 
avoid the inherent absorption (31). Singly 
resonant AQWs can be inserted into the 
core of a waveguide. The pump power 
would not be absorbed because of the lack 
of double resonance. The still important 
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Fig. 6. Experimental interband SHG signal from 
250 GaAs(5 nm)/AI0 4Ga0 6As QWs as a function 
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SHG signal is around 20 pmA/ for a 20 kV/cm 
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SHG power (Xyd = 28 nm/V) would be 
extracted before re-absorption by the  Q W s  
if it were coupled into radiation modes: this 
is the Cerenkov configuration of S H G  in 
waveguides (32).  If successful, this system 
will make possible the production of tunable 
mid-IR radiation ( 3  to  12 b m )  by difference 
frequency conversion of near-IR laser light 
originating from semiconductor lasers. 

Second-Order Optical 
Nonlinearities in lnterband 

Transitions in QWs 

T h e  calculation of second-order suscentibil- 
ity attributable to interband transitions is 
far more difficult because (i)  the initial and 
final states have different Bloch function 
symmetries, (ii) the oscillator strength is 
not concentrated at discrete energies, be- u ,  

cause the initial and final subbands are not 
parallel, and (iii) all inter- and intraband 
transitions in both the  conduction and the 
valence band are involved. Assuming that 
the light propagates in the  y direction and 
using the  polarization selection rules, Khur- 
gin (33) showed that,  contrary to the inter- 
subband case, the  main K ( ' )  tensor element ,. 
is X.ej; the  expression for is a generali- 
zation of Eq. 7. Khurgin (33) and Fiore et al. 
(34) have shown that the intravalence and 
intraconduction band transitions interfere 
destructivelv. Finallv, the exuression for 
X!:i has be in  cast i; a very c'ompact and 
simple form by Fiore et al. (34):  Each pair of 
subbands c and v in the  conduction and 
valence bands, respectively, contributes to 
the second-order susceptibility through 

hw - ho,, - ~ h r  

2fio - fiocv - l f i r  

where Pz is the momentum operator in the  
direction acting on the envelope functions 
only, L is the  width of the  well plus that of 
the barrier, and the different xcv and ho,, 
terms are interband optical transition lnatrix 
elements and interband energies, respective- 
ly. Equation 11 shows that there is a hope of 
capitalizing o n  large-envelope optical di- 
poles because they still contribute to the  
interband S H G  coefficient. For symmetric 
QWs, the product (e,lhh,.). (e,lPZhh,.) is zero 
and the Q W s  cannot exhibit interband sec- 
ond-order susceptibility. It is instructive to 
compare the expression of X ( 2 )  for intersub- 
band and interband transitions. First, regard- 
ing the diuole moments, the intersubband 
X ( i )  invo1;es the produc; of three large di- 
poles z12z23z31r whereas only one of the di- 
poles is large in the interband (e,P:hh,)xf, 
product (x,, is in the angstrom range). Sec- 
ond, the  resonance term is logarithmic in 

the interband case, which leads to a much 
weaker resonance than in the  intersubband 
case: this stems from the distributed nature 
of the enerev density of states in the  former -, 
case. Third, the double resonance condition 
cannot be met for the interband case be- 
cause of the  large band eau. u - A 

W e  have calculated the X!fi element using 
Eq. 11 (34). In a 3-nm G ~ A S / A ~ ~ , ~ G ~ , , , A S  
QW subjected to an applied field of 20 kV/ 
cm, the peak second-order susceptibility is 
about 20 v m N  at a freauencv of 813 meV. 

L ,  . , 
corresponding to half of the fundamental hh, 
- e ,  transition. Equation 1 1  also predicts a 
linear dependence on bias field. 

T h e  measurements of interband second- 
order suscentibilitv are more difficult than 
the intersugband dnes because the expected 
values of X ( 2 )  in the  QW are comparable to 
bulk ones. T h e  first measurements of inter- 
band SHG in asymmetric Q W s  were per- 
formed by Janz et al. (35) and Q u  et al. (36). 
T h e  asymmetry was introduced by the 
growth of compositionally asymmetric struc- 
tures. T h e  authors measured similar and 
X$;? elements, contrary to theoretical expec- 
tation (33). It is likely that the interfaces 
between the GaAs and the AlGaAs lavers 
themselves introduce an  asymmetry leading 
to a SHG signal. T o  get unambieuous results. - - - 
we used electric-field-induced asymmetry in 
Q W s  so that the signal from the QWs could 
be extracted from that of the bulk (37) (Fig. 
6 ) .  From the SHG signal dependence o n  the 
applied bias, an  approximately linear depen- 
dence of XtZ,i can be deduced, which is in 
agreement with theory (34). O n  the other 
hand, X:ti is zero within experimental errors, 
as expected from theory (33). T h e  measure- 
ment gives a Xt;:i element around 20 pm/V 
for a field of 20 kVIcm. 

As expected, the  latter value is some- 
what disappointing compared to  the  
750,000 pm/V of the intersubband case. 
However, for applications, even if the ab- 
solute value of the  X!:l element is rather 
small, it is important to note that this value 
is tunable by an  applied electric field. This 
has important consequences. 

Toward Semiconductor Integrated 
O~tical  Parametric Oscillators 

Selniconductors have large bulk SHG coef- 
ficients, for example, about 50 to 100 pm/V 
In ZnSe and GaAs. However, these large 
nonlinearities cannot be used in practical 
devices because of phase-matching problems 
(2).  In  fact, because of the optical dispersion 
of the nonlinear material, the fi~ndalnental 
and SHG beams have different nhase veloc- 
ities and interfere destructively in the crystal 
at every coherence length, which is given by 
ic = ho/4[n(2w) - n(w)], where ho is the 
wavelength of the pump bean1 in vacuum 
and n ( o )  is the optical index of the material 

a t  frequency o .  In  metal oxides such as 
LiNbO,, the natural birefringence attribut- 
able to the crystal structure is used to elim- 
inate this phase-matching problem. Such a 
solution is not possible in practical semicon- 
ductors because they are not birefringent. 
Another solution is to reverse the sign of the - 
X ( 2 )  element at every coherence length: This 
is called quasi-phase matching (38, 39). 
Such a solution has been applied in metal 
oxides with the use of local metallurgic or 
crystallographic changes called domain re- 
versals. W e  have shown above that such a 
quasi-phase matching could possibly be per- 
formed with the use of spatially periodic 
applied biases (using a metal grid for in- 
stance) with $:) modulation of the order of , \ 
20 pm/V. This opens the way to the realiza- 
tion of integrated semiconductor wavelength 
converters. for instance. and eeneration of 
tunable infrared radiatidn by difference fre- 
quency conversion from commercial near- 
infrared sources. This may be important for a 
wide range of disciplines, including chemis- 
try and biophysics (40). 

T h e  quantum engineering of semicon- 
ductor heterostructures has allowed re- 
searchers to design artificial asvmmetric 
structures. ~ x t r e i e l y  large inteisubband 
X ( 2 )  elements (more than three orders of 
magnitude larger than those in usual mate- 
rials) are obtained but are difficult to use 
because of their highly resonant nature. 
Smaller X ( 2 )  elements have been obtained 
for interband transitions. This makes possi- 
ble new phase-matching techniques for fu- 
ture nonlinear optical devices. 
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and memory may best be defined biologically and that the mature immune system does restricted recognition, T cells monitor only 
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Historically,  i~n~nunology developed from 
studies of the pathogenesis and prevention 
of ~nfectious disease (1).  T h e  need for puri- 
fied antigens, which were not available from 
infect~ous agents until recently, led to the  
i~ltroduction of model antigens into immu- 
nology. Responses to model antigens, pro- 
teins, haptens, and synthetic oligopeptides 
have been instru~nental in identifying many 
of the ground rules underlying the i~nmune  
responses (2 ,  3); however, generalization o n  
the basis of some of these results mav be 

and (iii) the two scenarios are delicately 
balanced d u r ~ n g  acute or chronic infections 
( 5 ,  1 1-1 5 )  (Fig. 1) .  T h e  nature of the inter- 
action is influe~lced by viral parameters, 
such as cytopathogenicity, kinetics, cell and 
tissue tropism, susceptibility to other resist- 
ance mechanisms (for example, interferons), 
and host reservoirs; and by variables of the 
immune system, including the  specificity, 
kinetics, and duration of hulnoral and cell- 
mediated immunity (1 , 4-1 @), in associa- 
tion with nonsnecific effector mechanisms 

" 

peripheral organs, renders T cells well suit- 
ed for the  surveillance of cellular integrity 
in solid tissues. Snecific recognition of an- - 
tigen by antibodies and T cells usually ini- 
tiates vowerfill no~lsnecific effector mecha- 
nisms that control and e l i~ninate  infectious 
agents by co~nplelnent activation, recruit- 
ment  of i~lfla~nlnatory cells, phagocytosis, 
cell destruction, and interference with cel- 
lular function ( l ). 

T h e  critical effector mechanisms for re- 
covery from primary infection, resistance 
against reinfection, or protection of physio- 
logically i~n~nunodeficient young offspring 
are su~n~narized In Table 1. C v t o ~ a t h i c  vi- 

inappropriate, because the responses are' not such as complement, hormone-like factors ruses are stopped most efficiently dy soluble, 
i~nportant  for the survival of the host. Def- (interleukins), and phagocytes. diffusing antiviral interleukins (19) that halt 
initions of specificity, memory, and toler- Specific humoral i~n~n i ln i ty  is mediated virus replication by rendering surrounding 
ance, the key parameters of the  immune 

can be in Table 1. Critical immunological effector mechanism for recovery from and resistance to infection. 
infectious disease models owing to enormous 
lnethodological progress in biochemistry, Recovery from first infection Resistance against reinfection 
molecular biology, e~nbryology, and animal 
physiology. These parameters are reviewed 
here with the aim of arriv~ng at a concept of 
immunobiology that reflects the  coevolu- 
tionary balance reached between the  im- 
mune system and viruses to guarantee sur- 
vival of both virus and host (4-10). Three 
basic scenarios are presented: (i)  immunity 
dominates cvtonathic virus, iii) noncvto- 

Lymphoid and 
peripheral organs 

Lymphold Peripheral 
organs organs 

Cytopathic virus 
T-dependent cytokines and neutralizing Neutraiz~ng Activated T cells 

antibodies, both amplifying antiviral effects antibodies releasing 
beyond individual effector cells cytokines 

Noncytopath~c virus 
Cvtolviic T cells individually lyse cells and stor, Increased Activated , L , , ,  , . 

pathic viruses dolninate the llnlnune sys&ln, virus replication; released bira antigens induce neutralizing cytoytic T cells 
additional immune responses. Protection antibodies. 
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