
mECHNICAL COMMENTS 

Analog Computational Power 

I would like to comment on the report by 
Hava T. Siegelmann, "Computation be- 
yond the Turing limit" (1).  Siegelmann's 
thesis is that the natural class of efficientlv 
computable functions for analog computa- 
tion is P/poly, and thus that analog ma- 
chines are potentially more powerful than 
conventional digital computers. The class 
P/poly is the clasof functions that a Turing 
machine can compute in polynomial time 
with a polynomial amount of extra "ad- 
vice." The nuinber of bits of advice must be 
polynomial in the length of the input and 
may depend on this length, but not on the 
inout itself. This class contains uncomout- 
able functions such as the unary halting 
problem. The! suggestion in 'Siegelmann's 
report is that a chaotic system, for example, 
Smale's horseshoe or the Baker's maD, can 
obtain this exbra advice and thus can com- 
pute the class /?/poly. yowever, in a chaotic 
system, the entra advice is determined by 
the initial conditions, which one must pre- 
sume are eithqr determined by the comput- 
er programme!r or are random If they are 
determined by the programmer, the method 
for determlnirig the advice could also pre- 
sumably be used to supply it to a conven- 
tlonal computer If the inltlal conditions are 
random, ~t seems that one could replace the 
advice by a random number generator and 
compute equally well In thls case, the class 
becomes BPP, whlch 1s generally considered 
to be the class of functions efficiently com- 
putable in prqctlce 

The only other place that the advlce 
used for P/poly might come from in an 
analog machine is a physical constant. 
However, the best current measurements of 
any physical constant are not accurate to 
much more than 10 declmal olaces, and this 
does not constitute a large amount of ad- 
vice. Furthermore, unless the digits of a 
physlcal constant are in some way meanlng- 
ful, they will be of no more help in solvlng 
problems than a random number generator. 

The question Siegelmann raises is im- 
portant. The issue of whether analog com- 
putation is more powerful than digital com- 
putation is a fundamental question that has 

not yet been adequately addressed; howev- 
er, I find the arguments to this effect in 
Siegelmann's report unconvincing. 
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O v e r  the years, many attempts have been 
made to define computational models with 
powers that exceed the Turing machine, as 
noted by Siegelmann ( I ) ,  but these either 
rely on external information or on magical 
(non-Turing) modules that can, for exam- 
ple, answer questions that cannot be an- 
swered within the limits of the Turing ma- 
chine. One simple example of this type of 
module is an "oracle," given the ability to 
perform a computation that cannot be per- 
formed by a Turing machine. One can eas- 
ily construct an infinite hierarchy of com- 
putational power by positing the existence 
of oracles that perform progressively more 
complex computations that cannot be per- 
formed by machines that incorporate ora- 
cles of lesser power. For example, because 
the famous halting problem cannot be 
solved by a conventional Turing machine, a 
Turing machine with a Halting Problem 
Oracle is more powerful than a convention- 
al Turing machine, because the oracle can 
answer the halting question. It is straight- 
forward to define an unsolvable halting 
problem for the augmented machine, which 
simply leads one to define a more capable 
oracle to solve that problem. This construc- 
tion can be continued indefinitely, yielding 
an infinite set of conceptual machines that 
are progressively more powerful than a Tur- 
ing machine (2). 

It is straightforward to define an oracle 
that provides the "advice" string discussed 
by Siegelmann. Thus, there does not seem 
to be any significant difference between the 
construction of machines that take advice 

and machines that incorporate oracle-like 
devices. And it is well known that these 
models do exceed the Turing machine's 
capability. 

A major difficulty with the report by 
Siegelmann arises from her cavalier ap- 
proach toward time and space limits. To 
begin, it is essential to the Turing model 
that there be no limit on time or space 
required to complete the computations, ex- 
cept that the time and space be finite so 
that the computation terminates. If one 
imposes more restrictive time or space lim- 
its on the computations, hierarchies of sub- 
Turing complexity can be constructed (3). 

Siegelmann made an essential leap in the 
fifth paragraph of her report, where a poly- 
nomial limit was imposed on all computa- 
tions. This immediatelv limits the discussion 
to a portion of the sub-~uring domain. Thus 
it is not unexpected that theorem 1 (1, p. 
547) might be correct (though it is difficult 
to verify because the proof is not provided in 
the report, and the "sketch" does not ad- 
dress the complexity issues that must be an 
essential part of the proof). But the fact that 
one can compute, in polynomial time, some- 
thing that was not of polynomial complexity 
in time under the Turing model does not 
mean that one has moved beyond the gen- 
eral Turing model, which has no time limits, 
except that the computation be finite. 

A major difficulty with the report, and 
the reason for my commentary, is that the 
theorem and some other points do not vi- 
olate the Turing Limit, as stated by 
Siegelmann. Through all of this, one must 
realize that these conceptual machine mod- 
els are mathematical constructs that never 
can correspond to real machines, so this 
discussion has no practical significance. 
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