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One of the basic functions of the cerebral cortex is the analysis and representation of 
relations among the components of sensory and motor patterns. It is proposed that the 
cortex applies two complementary strategies to cope with the combinatorial problem 
posed by the astronomical number of possible relations: (i) the analysis and representation 
of frequently occurring, behaviorally relevant relations by groups of cells with fixed but 
broadly tuned response properties; and (ii) the dynamic association of these cells into 
functionally coherent assemblies. Feedforward connections and reciprocal associative 
connections, respectively, are thought to underlie these two operations. The architectures 
of both types of connections are susceptible to experience-dependent modifications 
during development, but they become fixed in the adult. As development proceeds, 
feedforward connections also appear to lose much of their functional plasticity, whereas 
the synapses of the associative connections retain a high susceptibility to use-dependent 
modifications. The reduced plasticity of feedforward connections is probably responsible 
for the invariance of cognitive categories acquired early in development. The persistent 
adaptivity of reciprocal connections is a likely substrate for the ability to generate rep- 
resentations for new perceptual objects and motor patterns throughout life. 

A fundamental characteristic of the cere- 
bral cortex is the similarity of its organization 
across different areas ( I  ). This suggests that 
the cortex performs computational opera- 
tions of ?,general nature that support func- 
tions as diverse as perception, motor pro- 
gramming, remembering, planning, language 
processing, and reasoning. The exact nature 
of these omnipotent processing algorithms 
remains elusive, but the wealth of data gath- 
ered over the past few decades permits some 
educated guesses. Analyses of sensory sys- 
tems suggest that one basic function of cor- 
tical modules is to detect consistent relations 
among incoming signals-often referred to 
as features-and to represent such relations 
by responses of neurons. The iteration of this 
process is thought to lead eventually to de- 
scriptions of the consistent constellations of 
elementary features that characterize indi- 
vidual perceptual objects. Cortical represen- 
tations of motor programs are assumed to 
have a similar format in which descriptions 
refer to the spatiotemporal relations among 
activated muscles. 

Because the number of possible feature 
constellations that are examined and even- 
tually represented is astronomical, it is es- 
sential that cortical processing algorithms 
be capable of coping with combinatorial 
problems. I propose that the cortex uses two 
main coping strategies. First, hard-wired 
neurons detect and represent relations that 
are particularly frequent and important. 
Second, dynamic grouping mechanisms, 
which allow for a flexible recombination of 

responses from hard-wired neurons, enable 
higher order relations to be analyzed and 
represented successively within the same 
hardware. Because most of the relevant 
published data are from the mammalian 
visual system, the two strategies and their 
associated adaptive mechanisms will be dis- 
cussed in this context. 

Two Strategies, 
Two Classes of Connections 

Neurons in the primary visual cortex of 
mammals ( V l )  evaluate particular spatial 
and temporal relations among the responses 
of retinal ganglion cells and represent these 
relations by their feature-specific responses. 
Among the extracted features are the loca- 
tion, orientation, and polarity of luminance 
gradients; their direction of motion; their 
spectral composition; and their interocular 
disparity, which indicates viewing distance. 
For the extraction of these features, the 
signals of retinal ganglion cells must be 
correlated with one another; this appears to 
be achieved by the selective recombination 
of inputs, as first proposed by Hubel and 
Wiesel (2) and supported by several recent 
studies (3). Thus, to detect and to represent 
the joint firing of ganglion cells responding 
to the vertical outlines of a n  object, inputs 
from vertically oriented rows of ganglion 
cells are made to converge selectively on  
individual cortical cells (Fig. 1). It is likely 
that this strategy of input recombination is 
also used to evaluate other relations that are 
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substantial divergence of projections be- 
yond V1 and by the functional specializa- 
tion of neurons in prestriate areas, many of 
these operations appear to be performed in 
parallel, with each area evaluating a partic- 
ular subset of higher order relations in fea- 
ture space (4). 

Interestingly, however, this strategy of 
recombining inputs and generating cells 
with selective response properties is not 
pursued to exhaustive descriptions, either of 
the elementary features represented in V1 
or of the immensely more complex constel- 
lations of features of natural objects. A t  all 
processing stages, neurons remain broadly 
tuned to variations of stimulus parameters 
along different feature dimensions. The  re- 
sponses of individual cells are ambiguous, 
and a full description of a particular feature 
or constellation of features can be obtained 
only by evaluating jointly the graded re- 
sponses of a population of neurons. Such 
coarse coding may appear uneconomical, 
because it seems to require even more neu- 
rons to describe a particular feature or con- 
stellation of features than would a strategy 
that uses the responses of individual, sharp- 
ly tuned cells as descriptors. However, 
broadly tuned individual cells respond to 
many different features, and as a conse- 
quence, populations coding for different 
features overlap. Thus, a single cell can 
participate at  different times in the analysis 
and representation of different features, and 
this ability can be exploited to reduce sub- 
stantially the number of required represen- 
tational units (5). 

T h e  problem with overlapping popula- 
tion codes is, however, that natural visual 
scenes usually contain many image compo- 
nents that are adjacent or overlapping in 
both Cartesian and feature space and thus 
evoke simultaneous responses in overlap- 
ping populations of broadly tuned cells. The  
advantage of population coding cannot be 
exploited unless the responses related to a 
particular feature are identified and labeled 
in a way that assures their joint evaluation 
at subsequent processing stages and pre- 
vents false conjunctions with responses 
evoked by unrelated features. Such a strat- 
egy requires a dynamic selection process 
that enables the grouping of distributed 
neuronal responses in ever-changing con- 
stellations. As a result of dynamic grouping, 
signals are selected at one level and are 
reassociated in a flexible and context-de- 
pendent way at the next level through the 
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feedforward connections. This process al- 
lows for the dynamic rerouting of signals 
within a fixed hardware configuration, and 
it circumvents the combinatorial explosion 
of representational units that would result .if 
every possible feature or constellation of 
features had to be analyzed by selective 
recombination of feedforward connections 
and represented by sharply tuned neurons. 
The process can therefore be iterated over 
successive processing stages to analyze and 
represent, in a versatile way, relations of 
ever-increasing complexity up to the level 
where the represented relations describe 
whole perceptual objects. 

I propose that a system exploiting this 
strategy needs two classes of connections: 
(i) feedforward connections that are re- 
sponsible for the generation of neurons with 
feature-selective receptive fields (RFs), and 
(ii) reciprocal connections among these 

neurons that serve to dynamically associate 
them into assemblies. To economize neu- 
rons, the feedforward connections should 
generate cells with a preference for fre- 
quently occurring features that are suitable 
for the definition of perceptual objects. The 
reciprocal connections, in contrast, should 
not contribute to the feature-specific RF 
structure but should allow for a maximum of 
combinatorial freedom in associating fea- 
ture-coding cells. Thus. the constraints for 

w 

the architecture, development, and usede- 
  en dent malleabilitv of the two classes of 
connections are different. Before reviewing 
the evidence on the development and adap- 
tivity of feedforward (feature-extracting) 
and reciprocal (assembly-forming) connec- 
tions, the organization and putative mode 
of action of the latter require brief discus- 
sion. The two classes of connections are 
described in Fig. 1. 

Strategies for 
Response Selection 

The dynamic selection and association of 
responses for further joint processing is best 
accomplished by enhancing their saliency. 
In principle, there are two strategies to raise 
the saliencv of distributed resDonses: The 
selected nehrons can be made ;o discharge 
more vigorously, or they can be made to 
discharge in precise temporal synchrony. 
Both mechanisms enhance the impact of 
the selected responses, the first profiting 
from temporal and the second from spatial 
summation of synaptic potentials in the 
target cells. Grouping through synchroniza- 
tion has the additional advantage that it 
can operate at a fast time scale because no 
temporal integration is required and selec- 
tion can occur at the level of individual 
action potentials. This mechanism allows 

- 
Fig. 1. Schematic representation of feedforward A 
RF-generating connections (red) and reciprocal as- CohmnI CohmnII ColunnII 
sembly-forming connections (blue). (A) Connec- 
tions within the primary visual cortex; (B) connec- 
tions between dierent areas of the visual cortex 
(LGN, lateral geniculate nucleus). The assumption 
is that the preference of cortical neurons for partic- 
ular features results from the specific combination 
of converging feedforward connections, as exem- 
plified here for cells tuned to horizontally oriented 
(columns I and Ill)  and vertically oriented (column II)  
contours. The output of retinal ganglion cells (red . 
dots in retina) that are aligned in horizontal rows 
(columns I and 111) or vertical rows (column II), re- other c,,rt,cal Other cortical 
spectively, converges after relay in the thalamus areas areas 
onto cortical cells in layer IV. Because of this spe- 
cific combination of inputs, layer IV cells acquire 
orientation-selective RFs tuned to vertical and hor- 
izontal orientations. The output of the orientation- 
selective layer IV cells is then further relayed onto 
pyramidal cells in other cortical layers, and these in 
turn project with feedforward connections to pre- 
striate visual areas (B). This wiring diagram is highly 
simplified and omits most of the sophistication of 
intracortical circuitry. As shown in (B), it is assumed . l / l \ / / l \ / ' / / / / / \ l  
that this strategy of evaluating and representing #'/--/-11-/-/-\/\ 

\-/ / \- \I-I-/ \ / ' /  
particular relations among input signals by selective \ \ I - /  I - / l l / \ - - I  
recombination of feedforward connections is iterat- I -\\->/ I \ / / I  -/\ I 
ed over the subsequent processing stages in pre- - \ \ I / / - f \ l i l \ l i /  

/ - - I l l / / \ \ - / - - \ /  
striate visual areas. The assembly-forming connec- - l l l l / / / l - / / / / / ' -  
tions are assumed to originate from and to termi- I \ - \ / I \ / - 7 - \ I  l \ l  
nate on pyramidal cells, thus assuring reciprocal 
excitatory interactions. In addition, they terminate 
on inhibitory intemeurons that in turn synapse on 
pyramidal cells. A s  shown in (B), grouping functions 
are also attributed to the reciprocal connections 
among cortical areas occupying the same level in - - I - / l / / l l l \ \ - \ \  
the processing hierarchy and to the back-projec- -\\I\-/---I\-/\- 

I / - \ - I \ - 1 1 / 1 - - -  I 
tions from higher to lower processing stages. The --/-/#\#\#'l/\/i- 
latter are thought to bias grouping as a function of 
computational results obtained at the respective 
higher level. The general organization of these ensemble-forming interareal the resuking grouping is that signals evoked by collinear contour borders are 
connections resembles that of the intra-areal grouping connections: They orig- selected and bound preferentially for joint evaluation at subsequent processing 
inate from pyramidal cells, are excitatory, and terminate both on pyramidal cells stages. (C) An example of perceptual grouping on the basis of vicinity and 
and on interneurons in the target areas. In the present example, the tangential collinearity. The cdlinearly arranged line segments defining the outlines of a 
intra-areal grouping connections (A) are proposed to preferentially link columns diamond are grouped together and pop out from the randomly distributed line 
responsive to collinear contours; there is some experimental support for this segments of the background. The figure can be segregated from the ground 
architecture (62) (see arrangement of shaded RFs in the retina). The effect of because of the enhanced saliency of figure-defining contour elements. 
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for multiplexing of grouping operations and 
may be beneficial when several groups need 
to be established simultaneously within the 
same cortical area. 

The available evidence suggests that both 
strategies are used. The discharge rate of cells 
in V1 can be modified in a context-depen- 
dent way by concurrent stimuli that are re- 
mote from the classical RF (6), and cells in . , ,  

V1 that respond to the component features 
of a perceptual figure respond more vigorous- 
Iv than cells that res~ond to similar features 
that are not part of a' figure (7). These find- 
ings support the hypothesis of response se- 
lection by modulation of the discharge rate. 
Experiments on response selection by atten- 
tional mechanisms also show an enhance- 
ment of selected responses (8). 

The recently developed technique of re- 
cording discharges from more than one cell 
simultaneously has shown that cortical cells 
can synchronize their discharges with a pre- 
cision in the range of milliseconds (9-17). 
Cells preferentially synchronize their re- 
sponses if they are activated by contours of 
the same object, and they can rapidly 
switch the Dartners with which thev svn- , , 
chronize when stimulus configurations 
change (18). The evidence suggests that 
svnchronization ~robabilitv is related to be- 
havior. In strabismic cats, V1 neurons driv- 
en by different eyes no longer synchronize 
their resDonses. which mav reflect the in- 
ability df strabismic anikals to fuse the 
images seen by each eye (19). When stra- 
bismus leads in addition to amblyopia, per- 
ceptual deficits are associated with distur- 
bances in the synchronization patterns of 
cortical neurons rather than with abnor- 
malities in the response properties of indi- 
vidual cells (20). In animals trained to solve 
sensorimotor tasks, synchronicity increased 
both within (21) and across areas (16) dur- 
ing performance. This dependence of syn- 
chronization patterns on stimulus configura- 
tions and performance supports the hypoth- 
esis that svnchronization serves to select the 
responses 'of distributed neurons and to as- 
sociate them into coherent assemblies for 
joint processing (9). Studies based on lesions 
and on selective manipulations of early ex- 
perience have identified tangential intra- 
areal connections (22), interhemispheric 
callosal connections (1 4,  15), and feedback 
connections (15, 23) as substrates of these . .  . 
synchronization phenomena. 

Experience-Dependent Plasticity 
of Feedforward Connections 

The basic architecture of the feedforward 
connections to V1 seems to require no ex- 
perience for its expression. For example, 
many neurons develop their characteristic 
selectivity for elementary features before 
birth in monkeys and before eye opening in 

other mammals (24); the same is true for the 
columnar arrangement of response properties 
and the layout of maps. The specification of 
these architectures is thus the result of evo- 
lutionary selection. Still, the expression of 
some of these properties does depend on 
activity. The blockade of spontaneous reti- 
nal discharges prevents the segregation of 
the afferents from the two eyes into ocular 
dominance columns (25); this finding sug- 
gests that spontaneous activity may promote 
axon sorting. Ganglion cells in the develop- 
ing retina engage in coherent oscillatory ac- 
tivity (26), which enables the use of syn- 
chronous activity as a means of identifying 
the origin and neighborhood relations of 
afferents. However, a substantial fraction of 
neurons in V1-especially those in layers 
remote from thalamic input-develop fea- 
ture-specific responses only if visual experi- 
ence is available. RF properties and maps in 
these layers can be modified by manipulating 
visual experience during a critical period of 
early postnatal development (27). Thus, 
there is room for epigenetic shaping of RF- 
generating feedforward architectures. 

This activity-dependent refinement of 
connections is based on a Hebbian correla- 
tion analys'is. Synapses are strengthened if 
the probability is high that they are active in 
temporal contiguity with the postsynaptic 
target cell, and they destabilize if they are 
inactive while their target is driven by other 
inputs (28). Neurons wire together if they 
fire together. Such a selection mechanism is 
ideally suited for generating architectures 
that are capable of extracting consistent, 
frequently occurring relations. Of the many 
afferents that converge onto a particular tar- 
get cell, only those that are frequently coac- 
tivated become consolidated. As a conse- 
quence, the cell becomes tuned to the stim- 
ulus configuration that produced this coher- 
ent input pattern. Accordingly, selective 
exposure to particular patterns increases the 
percentage of cortical cells tuned to 'these 
patterns, albeit within the limits of the ge- 
netically predetermined architecture. Thus, 
cells in V1 can be made to prefer certain 
orientations (29) or directions of motion 
(30) more than others, but they cannot be 
instructed to develop preferences for patterns 
to which they would not normally respond. 

The extent to which preferences for 
more complex constellations of features are 
subject to experience-dependent specifica- 
tion at higher processing stages is largely 
unknown. Cells tuned to feature constella- 
tions that are characteristic of faces have 
been found in the inferotemporal cortex of 
baby monkeys (31), which suggests that 
even complex relations are extracted and 
represented by genetically determined feed- 
forward architectures. It is not known 
whether this is also true for patterns that are 
less stereotyped and meaningful than faces. 
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Synaptic Mechanisms for the 
Selection of Feedforward 

Connections 

The selection process appears to be initiat- 
ed by signals generated in the postsynaptic 
neurons, which evaluate synchrony in the 
activity of converging afferents (28); mor- 
phological changes in axonal and dendritic 
arborizations are the end result (32). N- 
methyl-D-aspartate (NMDA) receptors 
have been assigned an important role in 
experience-dependent circuit selection. 
The activation of NMDA receptors helps to 
prevent the destabilization of inputs that 
fire in conjunction with the postsynaptic 
cell, promotes heterosynaptic repression of 
other inactive inputs, and is a necessary 
prerequisite for the reconnection of previ- 
ously weakened connections (33). These 
findings support the hypothesis that 
NMDA receDtors evaluate the coincidence 
between pre- and postsynaptic activation 
and that Ca2+ entry through the NMDA 
receptor serves as an early signal in the 
synapse stabilization cascade (34). Synapses 
weaken if thev are inactive while the 
postsynaptic cell is discharging, and it has 
been proposed that such synapses cannot 
activate their NMDA receptors (33). Syn- 
apses can also weaken if they are active 
while the postsynaptic cell is prevented 
from responding (35)-another condition 
in which the activation of NMDA recep- 
tors is unlikelv. 

These conditions are strikingly similar to 
those required for the induction of synaptic 
gain changes in the adult, such as homosyn- 
aptic long-term potentiation (LTP), het- 
erosynaptic depression, and homosynaptic 
long-term depression (LTD). These phe- 
nomena are all rapidly inducible and long- 
lasting changes of synaptic 'efficacy (Fig. 2), 
and they were first discovered in the hip- 
pocampus. Experimental results support the 
suggestion that these use-dependent changes 
in synaptic gain could also serve as a first step 
in experience-dependent circuit selection. In 
vitro studies of visual cortex slices demon- 
strated LTP (36) and LTD (37), revealed a 
dependence of plasticity on NMDA receptor 
activation similar to that seen in develop- 
mental changes (38), and, most important, 
showed an age-dependent decline in suscep- 
tibility to LTP induction that paralleled the 
time course of the critical period (39, 40) for 
experience-dependent modifications. This 
decline is associated with a reduced contri- 
bution of NMDA receptor-mediated synap- 
tic responses (39, 40), which seems to in- 
volve three factors: a reduction in the num- 
ber of NMDA receptors (41), an increase of 
postsynaptic inhibition that prevents lifting 
of the Mg2+ block (39), and a developmen- 
tal change in the gating characteristics of the 
NMDA receptor (42). Rearing animals in 



darkness, which prolongs the critical period, 
also retards the decline in LTP susceptibility 
(43). Furthermore, there is evidence that 
manipulations that facilitate LTP induction, 
such as addition of the neuromodulators ace- 
tylcholine and norepinephrine (44) or direct 
depolarization of postsynaptic cells, also fa- 
vor the induction of experiencedependent 
modifications of RF properties (45). Al- 
though these analogies are attractive, there 
is s t i l l  no direct proof that LTP and LTD 
serve as the first steps in developmental cir- 
cuit selection. 

It is of particular interest that the expe- 
riencedependent selection of feedforward 
connections is not determined solely by local 
correlations of activity, but is supervised by 
attentional mechanisms. Sensory signals in- 
duce circuit changes only when animals at- 

tend to these signals and use them for the 
control of behavior (46). Experiencedepen- 
dent modifications also fail to occur when 
the noradrenergic, cholinergic, or serotonin- 
ergic projections to the visual cortex are 
inactivated; the permissive effects of these 
modulatory projections are mediated by P, 
MI, and S2 receptors, respectively (47). 
These results suggest that the developing 
brain can shape its own architecture not 
only as a function of frequently occurring 
input constellations, but also as a function of 
their behavioral relevance. 

A large number of cellular mechanisms 
have been identified that change during 
early development in parallel with the de- 
cline of use-dependent plasticity. This sug- 
gests that numerous processes cooperate in 
the maintenance of use-dependent plastic- 

ity during the critical period (48). Recently, 
neurotrophins such as nerve growth factor 
(NGF) and brahiderived neurotrophic fac- 
tor (BDNF) have also been shown to play a 
role in the experience-dependent selection 
of feedforward connections, but the results 
are still inconclusive (49). Thus, although 
the rules that govern activity-dependent 
circuit selection are reasonably well under- 
stood, i t s  underlying molecular mechanisms 
remain unclear. 

Use-Dependent Plasticity of 
Assembly-Forming Connections 

Few data are available on the developmen- 
tal specification of feedback projections and 
reciprocal intra-areal and interareal cortico- 
cortical connections. Most of these path- 

Fig. 2. Putative synaptic processes likely to medi- * ate the induction of experience-dependent circuit 
selection durina development and of long-lastina 
synaptic gain &anges in the adult. Here, only gluI 
tamatergic synapses are considered. (A) Summary 
of ligand-gated and voltage-gated mechanisms 
that contribute to depolarization and modulate the 
concentration of Ca2+ ions [Ca2+], in the postsyn- 
aptic dendritic compartment. Glu, glutamate; IP,, 
inositol trisphosphate; green, mGlu (metabotropc z. ---.- 
glutamate) receptor; black, NMDA receptor; blue, ca2+ c h m  
a-am1no-3-hydroxy-5-methyl-4-isoxazoleprop10n1~ 
ac~d (AMPA) receptor. (B through E) Homosynaptlc 
and heterosynaptlc modicat~ons of synaptlc trans- 
mlsslon for two Inputs terminating on splnes of the - ===l - same dendntlc segment. Mechanisms lnfluenclng 
[Ca2+], are lndlcated by the same symbols as In (A). 
Red arrows lndlcate Ca2+ movements, and thelr 
th~ckness lndlcates the ampl~tude of the flux. The 
dens~ty of the shadlng reflects both the expected 
amount of depolarization and the increase in 
[Ca2+],. In (B) through (D) only the input on the left is F 0 
active, whereas in (E) both inputs are simultaneous- 
ly active. The four conditions differ in the amplitude -. 
of the depolarizing responses of the postsynaptic 
dendrite. It is assumed that this amplitude is deter- ---- -vm 
mined both by the activity of the modiable syn- .- 
apses and by the state of other excitatory, inhibito- P 

t r  

ry, and modulatory inputs to the same dendritic c 

compartment (not shown). In (B), the left input fiber - 
discharges at low frequency. Only AMPA and mGlu 
receptors are activated; voltage-gated Ca2+ conductances are inactive. There that the second input is no longer depressed but undergoes LTP. Because the 
is no substantial rise in [Ca2+], and no lasting modification of synaptic trans- first input already causes substantial depolarization of the dendritic compart- 
mission at the active synapse. In (C), the left input fiber discharges at higher ment, the second input can undergo LTP at amounts of activation well below 
frequency. Now both NMDA receptor-gated and voltage-gated Ca2+ chan- those that would be required if the first input had not been activated. Most of 
nels are moderately activated. [Ca2+], rises to an intermediate level and leads to the experience-dependent developmental circuit changes can be accounted 
LTD of the active synapse. There is only a small spread of depolarization to for by this scenario if LTP and LTD are equated with consolidation and disrup- 
other spines. In (D), the depolarizing response is assumed to be stronger than tion of synaptic connections, respectively. (F) Illustration of the dependence of 
in (C), either because the left input fiber discharges at higher frequency or the polarity of synaptic gain changes on the depolarization level of the dendritic 
because it is active in conjunction with other excitatory inputs. Accordingly, the compartment. The ordinate is the direction of gain change; the abscissa is the 
NMDA receptor-gated and voltage-gated Ca2+ conductances are also more membrane potential (Vd, displaying the depolarization achieved during activa- 
activated. The massive increase of [Ca2+], in the activated spine leads to LTP. tion; and 8- and 8+ are thresholds for the induction of LTD and LTP, respec- 
Moreover, depolarization spreads to other compartments of the cell and is tively. (0) Experimentally determined (65) increases of dendritic Ca2+ concen- 
thought to trigger action potentials. This spread of depolarization, aided per- tration, expressed as fluorescence change (AF/F) of the Ca2+ indicator Fura-2 
haps by back-propagating Na+ spikes (63), activates voltage-gated conduc- (abscissa) after activation protocols leading to weak LTD (first star), strong LTD 
tances. This is assumed to lead to an intermediite rise in [Ca2+], at the postsyn- (second star), and strong LTP (third star). The ordinate is the average amplitude 
aptic side of the inactive synapse, which as a result undergoes heterosynaptic of synaptic gain changes induced with the three stimulation protocols. As 
depression. In (E), conditions are as in (D) except that the second input is now predicted by Lisman (661, there is a close correlation between changes in 
also active; this facilitates the recruitment of ligand-gated Ca2+ sources at the membrane potential (VJ, the increase of [Ca2+],, and the polarity and magni- 
synapses of the second input and-raises [Ca2+], above the LTP threshold, so tude of synaptic gain changes. [Parts (A) through (E) adapted from (6411 
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ways attain their final selectivity only dur- 
ing postnatal life, and their architecture is 
highly susceptible to activity-dependent 
modifications. In cat V l  the tangential in- - 
tracortical connections already exhibit a 
crude periodic patterning before eye open- 
ing, which suggests some experience-inde- 
pendent selectivity in the organization of 
these connections (50)- but it is not known . , ,  

whether this selectivity is related to the 
columnar pattern of feature-specific cells 
that emerges at almost the same time. As - 
the tangential axons continue to grow be- 
yond the time of eye opening, they combine 
extension with refinement toward the h i ~ h -  - 
ly selective mature pattern (51, but see 50). 
Depriving kittens of vision delays this re- 
finement (52), and data from strabismic 
kittens indicate that the vision-dependent 
selection of these intracortical connections 
follows a correlation rule in much the same 
wav as has been established for the feedfor- 
waid connections; hence, similar mecha- 
nisms of selection may be at work (22). 
Columns that exhibit a low ~robabilitv of 
coherent firing lose their reciprocal connec- 
tions. One consequence is that cells in 
these columns also lose the ability to syn- 
chronize their discharges even when they 
are activated conjointly with coherent 
stimuli (19); this finding supports the no- 
tion that corticocortical connections have 
a synchronizing action. Conversely, con- 
tiguous activation of spatially distant col- 
umns increases their mutual cou~l ine  to . - 
the extent that cells actually acquire two 
spatially separate RFs, the ectopic one re- 
flecting the response properties of the re- 
mote columns (53). 

In V1 of the normallv reared adult, the 
tangentla1 intracortical connections selec- 
tively link columns with similar feature 
preferences, and the density of connections 
decreases with distance (1 1 ,  54). These ob- 
servatlons support the postulate that the 
architecture of assembly-forming connec- 
tions should reflect the gestalt crlteria for 
perceptual grouping (1 8 ) .  The organization 
of the tangential connections in Vl  seems 
appropriate for the grouping of responses 
according to the criteria of vicinity and 
similarity (Fig. 1). Because tangential con- 
nections are selected bv exverience accord- , . 
ing to a correlation rule, their mature archi- 
tecture should reflect to some extent the 
joint probabilities with which particular 
features co-occurred during early develop- 
ment. Such acauisition of knowledee about " 
typical feature constellations by changes in 
architecture would be ideallv suited to SUD- 
port figure-ground distinctions and percep- 
tual grouping. Responses to feature constel- 
lations that are characteristic for verce~tual . . 
objects would become grouped preferential- 
ly and routed together through feedforward 
connections for further joint processing. 
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No data are yet available on the genetic 
constraints that limit the epigenetic modi- 
fiability of these tangential cortical connec- 
tions, nor. is it known whether their use- 
dependent selection is gated by modulatory 
systems. Data are also lacking on the devel- 
opment and epigenetic modifiability of re- 
ciprocal corticocortical long-range connec- 
tions. Except for the callosal connections of 
cat area 17, which seem to exhibit a depen- 
dence on experience similar to that of the 
intrinsic tangential connections (55), virtu- 
ally nothing is known about the role of 
experience in the development of interareal 
and feedback projections. However, it is 
unlikely that they would be less susceptible 
to epigenetic selection than are the intra- 
areal connections. 

Plasticity in the Mature Cortex 

In the adult, the use-dependent plasticity of 
feedforward connections appears to be very 
limited, at least at lower levels of processing. 
The synapses of thalamic afferents become 
much less susceptible to LTP induction (40), 
and in Vl  the structure of RFs can be altered 
only wlth invasive conditioning procedures 
(45). However, even at higher levels (such 
as the inferior temporal cortex of primates), 
extensive training is required to produce a 
statistically significant increase of neurons 
tuned to newly learned patterns (56). The 
situation appears to be similar in other sen- 
sorv cortices (57). This view seems to ex- . , 

clude modifications of the RF-forming feed- 
forward connections as a means of generat- 
ing representations of new patterns to any 
substantial extent in the adult, and it sug- 
gests that learning primarily involves chang- 
es in assembly-forming associative connec- 
tions. Indeed, there is ample evidence for the 
malleability of assembly-forming circuits, 
even though their function has been studied 
only recently. Most of the studies that have 
demonstrated LTP and LTD in neocortical 
slices of mature animals have actually inves- 
tigated the malleability of reciprocal cortico- 
cortical connections, although this is rarely 
made explicit. Recordings typically are ob- 
tained from neurons in the supragranular 
layers, and responses are investigated that 
are elicited from white matter. from laver IV. 
or from adjacent regions within the 'supra: 
granular layers. If these responses are mono- 
synaptic as claimed, they are mainly, if not 
exclusively, the result of either intra-areal 
(tangential or ascending) connections or of 
long-range cort~cocort~cal projections. Thus, 
it is safe to conclude that corticocortical 
connections in the adult can undergo LTP 
and LTD and hence are highly susceptible to 
use-dependent long-term modifications of 
their efficacy. 

Evidence for use-dependent changes In 
the coupling strength of corticocortical con- 
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nections is also available from in vivo re- 
cordings. Repeated coactivation of neuron 
palrs in the auditory cortex of monkeys led to 
enhanced synchronization of their discharg- 
es, and this effect occurred only when the 
monkeys paid attention to the tone used for 
activation (58). This finding is best ex- 
plained by the enhanced efficacy of connec- 
tions that do not contribute to the RF proper 
but have synchronizing effects, as is typical 
of tangential intracortical connections (14, 
19). Several studies have demonstrated strik- 
ing rearrangements of retinotopic and soma- 
totopic maps after prolonged stimulation of 
afferent pathways as well as after denerva- 
tion (57, 59). Because these modifications 
occurred over large distances, they could not 
be accounted for by adaptive changes at the 
level of feedforward connections and thus 
were attributed to enhanced efficacy of tan- 
gential intracortical connections. It appears 
that under the extreme condition of deaffer- 
entation, the intracortical association con- 
nections can increase their efficacy to the 
extent that thev can actuallv drive cells in 
remote columns and hence generate RFs. 
Recent evidence suggests that this lncrease 
in efficacy is associated with sprouting and 
the formation of new synaptlc contacts (60). 

Long-term changes in the efficacy of the 
ensemble-forming association connections 
at one level of processing are expected to 
alter the activity patterns conveyed by feed- 
forward connections to the next level. 
Hence, the response properties of neurons 
at the next level should change, which 
would seem to be inconsistent with the 
relative stability of RFs in the adult. One 
explanation is that the expected modifica- 
tions may be revealed only if the effect of 
grouping operations, rather than the struc- 
ture of classical RFs, is studied; such studies 
will require the application of more com- 
plex stimuli and the analysis of context- 
dependent response modifications (61 ). 

Conclusions 

Although data on the use-dependent de- 
velopment of cortical circuits are still 
sparse, the following conclusions appear to 
be warranted: 

1) During early postnatal development, 
both the feedforward RF-generating con- 
nections and the reciprocal assembly-form- 
ing connections are susceptible to experi- 
ence-dependent modifications, and these 
use-dependent changes appear to obey a 
correlation rule that emphasizes the role of 
coherent activity in circuit selection. Con- 
verging inputs that convey consistent mes- 
sages (where the consistency criterion is 
repeated, correlated activation) become 
consolidated. Despite its substantial mallea- 
bility, the architecture of the feedforward 
connections appears to be more constrained 



by genetic predisposition than that of the 
assembly-forming connections, but more 
data are needed to substantiate this point. 

2) After the end of morphogenesis, the 
architectures of both connection systems 
crystallize. In sensory cortices, most of the 
RF-forming pathways also seem to lose the 
ability to undergo use-dependent gain 
changes, whereas this ability is retained by 
the assembly-forming connections. 

3) This persistent functional malleabil­
ity of assembly-forming connections is the 
likely basis for the generation of new rep­
resentations, because it allows for the rap­
id and flexible association of feature-rep­
resenting neurons into new constellations. 
It also seems to be responsible for the 
short- and long-term changes observed in 
cortical maps after extensive stimulation 
or denervation. 

4) The rules and induction mechanisms 
that underlie use-dependent gain changes 
of assembly-forming connections in the 
adult are similar to those that support cir­
cuit selection during development. It is 
therefore tempting to assume that LTP or 
LTD serve as an initial step in both process­
es. Because LTP and LTD are phenomena 
that can be rapidly reversed, they alone 
cannot suffice to generate new representa­
tions, that is, durable associations of fea­
ture-specific cells. They may, however, play 
an important role in the rapid and context-
dependent association of neurons, and 
hence in the flexible selection and routing 
of activity across subsequent processing 
stages. Permanent associations could form if 
synapses that often undergo LTP, or whose 
potentiation is not rapidly reset, were to 
eventually strengthen irreversibly. Adult 
plasticity could thus be construed as the 
continuation of developmental processes; in 
such a model, they would only differ in that 
adult plasticity no longer leads to modifica­
tions of the blueprint of the architecture 
and operates mainly by regulating the effi­
cacy of assembly-forming connections. 
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The Brain's Visual World: 
Representation of Visual Targets 

- 

in Cerebral Cortex 
John H. R. Maunsell 

Microelectrode recordings from behaving monkeys have shown that neuronal responses 
in the visual cerebral cortex can depend greatly on which aspect of the scene is the target 
of the animal's attention. Accumulating evidence suggests that while the early stages of 
the visual pathway provide a faithful representation of the retinal image, later stages of 
processing in the visual cortex hold representations that emphasize the viewer's current 
interest. By filtering out irrelevant signals and adding information about objects whose 
presence is remembered or inferred, the cortex creates an edited representation of the 
visual world that is dynamically modified to suit the immediate goals of the viewer. 

Research over the last three decades has 
yielded a wealth of information about the 
neural mechanisms underlying vision. Doz- 
ens of cortical- visual areas have been char- 
acterized (Fig. I ) ,  and the visual information 
encoded by neurons has been shown to dif- 
fer greatly between areas (1 ). Whereas neu- 
rons in the primary visual area V1 (striate 
cortex) respond well to edges or bars of light, 
those at later stages of processing represent 
increasingly complex aspects of the retinal 
image (2).  Neurons in  later stages of the 
visual cortex can be extremely selective, 
responding only to specific, complex forms 
or patterns of motion (3). Thus, vision is 
supported by levels of cortical processing 
that collectively cover a range of stimulus 
attributes, from simple to complex. A widely 
held view is that the primary reason for 
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these multiple levels is to generate this range 
of sensory representations. 

Creating representations of the retinal im- 
age is, however, just one component of vision. 
Vision is an active process that selects a lim- 
ited part of the visual image for concentrated 
attention. Although unselected portions of 
the image are not lost to perception, at any 
moment we can give full attention only to a 
severely limited amount of visual information 
(4). Once this subset of signals has been se- 
lected, it must then be interpreted. Thus, the 
events leading to visual awareness include a 
substantial editing process that de-emphasizes 
irrelevant information and adds interpreta- 
tions and inferences about the meaning of the 
targeted information. 

Studies of macaque monkeys have shown 
that this editing of visual signals begins in 
relatively early stages of processing in the 
cerebral cortex. What the observer is trying 
to see and what that observer knows about 
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