vations of a discontinuity near 1150 km in
subduction areas [(3, 6), for example] indi-
cates that this may be a global feature of yet
unknown nature.

The observation of reflectors at mid-
mantle depths comparable to those in sub-
duction zones, but in a different environ-
ment, indicates that a search for yet un-
identified mineral assemblages of global
significance may be worthwhile. Recent ex-
periments have shown the possible exis-
tence of phase transitions at lower mantle
conditions: orthorhombic-to-cubic silicate
perovskite (30) and rutile SiO, to CaCl,
structure (31). The role and proportions of
volatiles such as water or carbon dioxide in
the mantle remain largely unknown and
could be of importance (32).

Additional seismic observations with
the great resolving power of BB arrays
should help answer the question of the
global character of our observations.
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Coherent Laser Control of the Product
Distribution Obtained in the
Photoexcitation of HI

Langchi Zhu, Valeria Kleiman, Xiaonong Li, Shao Ping Lu,*
Karen Trentelman,t Robert J. Gordoni

Active control of the distribution of products of a chemical reaction was demonstrated by
using a method based on the principle of quantum mechanical interference. Hydrogen
iodide (HI) molecules were simultaneously excited above their ionization threshold by two
competing pathways. These paths were absorption of three ultraviolet photons of fre-
quency w, and one vacuum ultraviolet photon of frequency w, = 3w,. The HI* and I
signals were modulated as the phase between the lasers was varied, with the HI* signal
lagging by 150° + 15°. A mechanism consisting of autoionization and predissociation is

proposed.

A fundamental goal in synthetic chemistry
is to develop methods for maximizing the
yield of a desired compound while reducing
the vyields of unwanted by-products. The
traditional approach to this problem is to
modify the experimental conditions (such as
temperature, pressure, or pH) so as to opti-
mize the product distribution. This is a pas-
sive strategy in that it relies on the natural
response of the chemical system to external
conditions, and there is no guarantee that
there exist conditions that could produce
the desired result. For example, one may
wish to photodissociate the stronger of two
bonds in a molecule. Although for some
molecules it may be possible to find wave-
lengths of light that can accomplish this task
(1), for many others the weakest bond
breaks preferentially at any wavelength.

In recent years, a number of strategies
have been proposed to achieve more active
control of chemical reactions (2). The cen-
tral idea is to manipulate the reacting mol-
ecule with electromagnetic fields, which al-
low the experimenter to guide the molecule
along the desired reaction path. We report
here active experimental control of the dis-
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tribution of products in a chemical reaction.

One approach for controlling chemical
reactions, developed by Tannor, Rice, and
co-workers (3), is to excite a molecule with
a sequence of ultrashort light pulses. This
method has been used, for example, by Ger-
ber and co-workers (4) to control the ion-
ization and fragmentation of Na,.

Another approach to -active control is
based on the principle of quantum-mechani-
cal interference. This principle states that if
there exist more than one independent way of
reaching a final state, the overall probability
of reaching that state includes the probabili-
ties of the individual paths and contributions
arising from interference between them. The
best known example of this principle is the
interference of particles passing through a pair
of slits before hitting a screen. The intensity of
particles reaching some point on the screen is
the sum of the intensities obtained from each
slit independently, plusrantnterference term
that depends on the relative distance of the
point from the two slits.

The photochemical analog of the two slit
experiment was first proposed by Brumer and
Shapiro (3). Their strategy involves the si-
multaneous excitation of a molecule by two
different pathways connecting the same ini-
tial and final states. The probability for each
independent transition is given by:

Pn o |<\I}f|©n|\1}i>|z (1)
where s, and U, are the time-independent

77



wave functions describing the initial and
final states and O is the transition operator
for pathway n. When both pathways are
present, the combined probability is:

P..= P, + P, + P}, cosAd (2)

where P, cosAd results from interference
between the paths and Ad is a phase differ-
ence associated with the two paths. The
total reaction probability can be modulated
by varying Ad experimentally.

In our experiment, the two optical path-
ways are excitation with three photons of
frequency o, or with a single photon of
frequency w; = 3w, (4). In this case the
phase difference is given by:

Ad = b3 — 3b, + 95 (3)

Here ¢, and ¢, are constant terms in the
phases of the two electromagnetic fields,
and 3, ; is a “molecular phase” derived from
the complex value of Y. Variation of the
“laser phase” ¢3-3¢, allows control of the
population of the final state.

This concept can be taken a step further
to control the ratio of products evolving
from the excited molecule. In this case, the
excited state wave function can be written as
a superposition of two outgoing waves, each
correlating asymptotically to a different set
of products. The coefficients of this superpo-
sition depend on the phases of the two fields
and of the outgoing wave, so that the prob-
ability of obtaining a particular product g
may be controlled by changing the laser

phase. for the one- and three-photon paths,
this probability is given by (5):

I,Sy + ISy
+ 2[I 1] Sy cos(dy — 3, + 8Y) (4)

In this expression, [,SY is the probability of
obtaining product ¢ after absorption of one
photon, I}y is the three-photon probability,
and the last term is caused by quantum-
mechanical interference (I, [ is the intensity of
light at frequency ), S;' are absorption coef-
ficients, and SY; is a matrix element of the
product of the one- and three-photon oper-
ators). Selective control of a particular prod-
uct is possible if the molecular phases 8y, for
various reaction channels differ sufficiently.

Calculations have demonstrated the fea-
sibility of this approach (5, 6), but experi-
mental progress has been slow. Coherent
phase control of a bound-to-bound transi-
tion (in which the only product is a bound
excited state, and 8}y = 0) was first demon-
strated for atoms by Bucksbaum and co-
workers (7) and later by Elliott and co-
workers (8), whereas control of diatomic
molecules was achieved by Gordon and co-
workers (9, 10). Elliott and co-workers (11)
have also demonstrated that the direction of
electrons released in photoionization of at-
oms and diatomic molecules may be con-
trolled coherently.

For bound-to-continuum  transitions of
molecules, it was necessary to show that
averaging P! over rotational states does not
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wash out the interference. Another concern
was that three-photon-allowed, one-pho-
ton—forbidden transitions might mask the
modulation. Our recent control of the di-
rect ionization of H,S (12) demonstrates
that these are not major obstacles for con-
trol. In all of these experiments, control was
observed for only a single set of products.
We show in this report that quantum-
mechanical interference can be used to con-
trol the branching ratio in a chemical reac-
tion. By varying the phase difference between
two laser beams, we controlled the relative
amounts of HI™ and I produced in the pho-
toexcitation of HI. In this experiment, a vac-
uum ultraviolet (VUV) photon at 118.33 nm
and three UV photons at 354.98 nm were
used to excite HI above its ionization thresh-
old. The UV photons were produced with an
excimer-pumped dye laser (Lambda Physik
Lextra 50 and Scanmate I, DMQ dye, ~2.0
m] per pulse at 10 Hz). The VUV radiation
was produced from the UV beam by third-
harmonic generation (THG) in a cell con-
taining 2 to 3 torr of Xe. The Xe pressure was
adjusted so that the total product yields from
the two paths were approximately equal. The
conditions of THG guarantee that the laser
phase ¢3-3d, is a constant after emerging
from the tripling cell (13). In order to maxi-
mize the yield of a particular product, it is
necessary to vary ¢;-3¢,, which was accom-
plished by passing both beams through a tun-
ing cell containing H, gas. By exploiting the
difference between the refractive indices of

2zt 2y
/

1 (85 2Py3)
I* (65 4Pgyp)

0'0I|1I17|\ | ||1|1|l|||(I‘ll|ll|0'llll|l|l| 4 .H:I. 5_:
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Fig. 1 (left). The UV photoionization spectrum of HI. (A) The HI" signal, including 3'_ Pae)
two-photon resonance-enhanced ionization from two of the b °IT; Rydberg states. PE HI
(B) The I* signal, with strong enhancement of the ion yield in the vicinity of the b °TT,
Hl resonance. The ionization thresholds of HI and I(°P,,) by three UV photons are 173 t .
indicated with arrows. Fig. 2 (right). Potential energy diagram for HI and |, o] Ll z
obtained from (75-18). The short and long arrows on the left indicate the mech- 1' T '2 T é T

anism for controlling the excitation of HI. The arrows on the right indicate possible

schemes for ionizing the iodine fragment. The horizontal dotted line corresponds
to the energy of three 354.98-nm photons at which one of the phase-control

experiments was performed.

78

SCIENCE ¢ VOL. 270 + 6 OCTOBER 1995

Internuclear distance (A)



H, in the UV and VUV, a phase lag between
the two beams is produced. This relative
phase difference can be altered by simply
changing the pressure in the tuning cell (14).
The two beams were focused with a pair of
Al/MgF,-coated mirrors  (20.3-cm  focal
length) into an unskimmed pulsed molecular
jet of HI, and the product ions were detected
with a time-of-flight mass spectrometer. Ad-
ditional experimental details have been re-
ported .previously (10).

Figure 1 shows the three-photon photo-
ionization spectrum obtained with the UV
beam. The rotational structure in the HI*
signal results from 2+1 resonance-en-
hanced multiphoton ionization (REMPI) of
the b3l_[2 and b’11, Rydberg states (15). The
B, state is strongly predissociated and
produces [ atoms that are responsible for the
peak seen in the I* spectrum near 351.8
nm. Potential energy curves (15-18) and
energy levels for the states involved are
shown in Fig. 2.

In order to avoid complications arising
from intermediate resonances, the experi-
ment was performed at wavelengths lying
between the REMPI features shown in Fig.
1. Coherent control of the HI* and I*

signals at 354.98 nm (3.49 €V) is shown in
Fig. 3. As the phase difference between the
UV and VUV beams was varied, both ion
signals oscillated. The modulation frequen-
cies for the two ions are within 1% of each
other and agree with the value predicted
from the refractive indices of hydrogen (14,
18). Although the yield for HI* is approx-
imately three times greater than that for I,
their modulation depths are nearly the
same. Moreover, they are comparable to the
modulation obtained for bound-to-bound
transitions under similar experimental con-
ditions (14, 18). The key point is that the
HI* and I signals are out of phase, so that
when one signal is at a maximum the other
is near a minimum.

The lag between the signals was deter-
mined quantitatively from their correlation
coefficient. We first corrected the scans for a
slow linear baseline drift and then rescaled
the signals so that their average values were
zero and their intensities were equal. The
correlation coefficient p, is defined as:

Fig. 3. Modulation of the (A) HI*
and (B) I signals as functions of H, A
pressure in the phase-tuning cell. 0.500-
The HI* signal is seen to lag the I*
signal by ~150°. The smooth
curves are least-squares fits of the
function A + Bcos(cP+d). The fre-

o
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quency ¢ agrees with the value cal-  :
culated from the refractive index of
H, at w, and wj.
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Fig. 4. Photoionization spectrum of

HI obtained by adding 12 torr of Xe
to the frequency-tripling cell. This
spectrum is the sum of both the UV-
and VUV-generated signals. The
autoionization structure of HI be-
tween 353.8 and 356.2 nmiis visible
in both the (A) HI* and (B) I* data.
The dashed line shows the THG ef-
ficiency in Xe.
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where X, is the HI" signal at hydrogen
pressure i, Y, is the I signal at pressure
i+s, and N is the number of points in the
scan. The offset s was varied so as to max-
imize p,. Twenty scans, taken over a period
of several weeks, gave a lag of 150° = 15° (1
o). Our observation of a lag between the
two ion signals is in contrast to our finding
for H,S, where the signals for H,S*, HS*,
and S* were all in phase (12). In that case,
we demonstrated that HS* and S* were
produced by photodissociation of the parent
ion, and only the total ion yield was con-
trolled. Here, the lag between HI* and I*
clearly rules out this mechanism.

The most plausible explanation of
our data is that a superexcited state of
HI undergoes both autoionization and
predissociation:

HI + (03 30,) = Hl + ¢ (6)

and that the branching between these two
reactions is controlled by varying the phase
difference between the two laser beams.
Control of the autoionization of Xe, which is
isoelectronic with HI, was predicted by Na-
kajima and Lambropoulos (6). Our proposed
mechanism is a generalization of this prob-
lem to the case of a superexcited state em-
bedded in two continua.

As shown in Fig. 2, the energetically
possible states of the iodine atom are 5p°
(ZP;/Z), 5p° (ZP”Z), 6s (41)5/2)» and 6s (2P3/2)~
Depending on which states are populated,
the [ atoms formed in reaction 7 absorb two
or three UV photons to produce I* ions.
The lag between the two ion signals in Fig.
3 is due to the difference between the mo-
lecular phases for reactions 6 and 7.

An alternate mechanism that must be
considered is the dissociation of HI at the
two photon level (at the long wavelength
edge of the 351.8-nm peak in Fig. 1B) to
produce l(ZP,/Z), followed by an additional
pair of controlling steps:

I(P3p) + (w3, 3w) = 1" +e” (9)

Previous work (16, 19) showed that only a
few percent I(*P, ,) is formed at this energy.
If this mechanism were .correct, the lag
between the two ion signals would be due to
the difference between:thé molecular phas-
es for reactions 6 and 9.

One way of distinguishing between these
mechanisms is to compare the one- and three-
photon spectra of HI™ and I*. To do this, we
increased the intensity of VUV radiation by
increasing the pressure of Xe in the tripling
cell. As shown in Fig. 4, between 353.8 and
356.25 nm (117.93 to 118.73 nm in the
VUV) both ion signals are dominated by au-
toionization resonances of HI, indicating that
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I atoms are produced at the w; = 3w, energy
level (at ~10.6 eV). This signature is also
evident in the modulation data. Between
354.98 and 356.18 nm, which corresponds to
the region of the 5dm and 5d8 resonances of
HI (20), we obtained control with a 150° lag
between the two signals. Between 354.28 and
354.88 nm (the region of the 5fo and 5fw
resonances), we saw little or no modulation of
the ion signals, while between 353.78 and
354.23 nm (the region of the 5so° resonance)
we again obtained modulation, but in this
case there was no lag between the HI* and [*
signals. Finally, for wavelengths shorter than
353.78 nm, modulation was again absent.

In order to obtain phase modulation of I
the controlled state must be reached by both
o5 and 30,. Because HI autoionization struc-
ture dominates the w; spectrum of 1" (Fig.
4B), it follows that I atoms are produced by w;
and 3w, at 10.6 ¢V (21). This evidence rules
out the second mechanism, which produces 1
at the 2w, level. Moreover, the autoionizing
structure of I(°P; ) is absent in the I spec-
trum (Fig. 1B). In particular, a strong reso-
nance at the atomic ionization threshold (22)
is conspicuously absent in this spectrum. Also,
tuning the UV laser to the 2-+1 REMPI fre-
quencies of I(°P,;, 5, failed to produce any
structure in the I spectrum (Fig. 1B). If two
photons produce an excess of [ atoms, both of
these features would be prominent in the
spectrum.

Another possibility involving two se-
quential control steps (for example, reac-
tions 7 and 9) can be also ruled out, because
this mechanism would cause 1" to have
twice the modulation frequency of HI™.

We have controlled the outcome of a
chemical reaction by quantum-mechanical
interference between competing excitation
paths. We have used two laser beams to
promote the HI molecule to a state that is
embedded in both autoionization and pre-
dissociation continua. By varying the phase
difference between the two beams we favor
one reaction product over the other. The
ultimate goal of using lasers to break specif-
ic bonds in a molecule appears to be within
reach.
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Radar Images of Asteroid 4179 Toutatis
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Delay-Doppler images of the Earth-crossing asteroid 4179 Toutatis achieve resolutions
as fine as 125 nanoseconds (19 meters in range) and 8.3 millihertz (0.15 millimeter per
second in radial velocity) and place hundreds to thousands of pixels on the asteroid, which
appears to be several kilometers long, topographically bifurcated, and heavily cratered.
The image sequence reveals Toutatis to be in an extremely slow, non-principal axis

rotation state.

Optical investigations of Earth-orbit—
crossing asteroids (ECAs) are limited by
their small angular sizes (typically <<1 arc
sec), but radar measurements of the distri-
bution of echo power in time delay and
Doppler frequency can be used to synthesize
images of these objects. Toutatis’s approach
to within 0.024 astronomical unit (AU)
(9.4 lunar distances) on 8 December 1992
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was an unprecedented opportunity for radar
investigation of a small body. We present
images that achieve areal resolutions ~100
times finer than previously obtained (1) for
any ECA and reveal an object with startling
characteristics.

The images were obtained with the
Goldstone Radar in California daily from 2
to 18 December and at the Arecibo Obser-
vatory in Puerto Rico daily from 14 to 19
December (Table 1). We used binary-phase
coded wave forms (2) that provided a time
resolution At equal to the temporal extent
of each code element, a range resolution
equal to At times half the speed of light, and
a frequency resolution

Af = 1/(RP X Neon X Lggr) = 1/TCOH (1)

where the code repetition period RP equals
At times the number of elements in the
code (255 for Goldstone, 8191 for Arecibo)

and N, is the number of successive, RP-






