
supercomputers for the very top end of the 
market. IBM, for example, more than 
doubled the number of its computers in the 
Top 500 list between last November and 
June by introducing the SP2, which strings 
together up to 512 of the company's RS/6000 
workstation microprocessors. Even Cray Re-
search has introduced a new line of massively 
parallel computers that rely on microproces-
sors made by DEC. 

The big losers in the supercomputer mar-
ket, many believe, will be vector super-
computers and any other machines-includ-
ing MPPs-that rely on custom-designed 
processors. That's the common thread con-
necting the past year's three major failures in 
the industry, after all. Cray Computer, for 
examnle. foundered in oart on the technical 

L , 

difficulty of making chips from gallium ars-
enide rather than the usual silicon. But more 
important, industry observers say, the com-
pany was attempting to sell expensive, cus-
tom supercomputers to a market being in-
vaded by fast, cheap microprocessors. 

Kendall Square Research's problems were 
similar. The company had an imaginative 
plan for creating massively parallel computers 
with a scaleable shared memorv--one that, 
although physically scattered ihrough the 
computer, would simplify programming by 
acting as a single memory. But, explains Kalos 
at the Cornell Theorv Center, that tvDe of 

, &  

memory was impossibie to build with com-
modity chips. Kendall Square had to create its 
own processors, and it was the victim of com-
petition from commodity microprocessors. 

Thinking Machines succumbed to much 
the same affliction-ironically, as Hillis had 
seen collections of cheap commodity micro-
processors as the wave of the future. But as 
Smarr puts it, "Danny was ahead of his time." 
The commodity processors available when 
Hillis was developing his Connection Ma-
chine were not fast enough to dethrone the 
vector supercomputers, and Hillis was forced 
to beef up his microprocessors with special 
vector orocessors. Too late for Hillis. the 
chips needed to realize his vision are now 
available, and they promise to shape the 
supercomputing industry as much over the 
next couple of decades as vector computers 
did during the past two. 

New talents. They'll shape the uses of 
supercomputers as well. Karin of the San Di-
ego center notes that MPPs-which are 
coming to dominate the top end of the mar-
ket thanks to commodity microprocessors-
have much more memory than traditional 
supercomputers because each processor is 
equipped with its own memory. The extra 
memorv in turn suits these machines to data-
intensiGe applications, such as imaging or 
comparing observational data with the pre-
dictions of models. 

And at the Illinois center, Smarr reoorts 
that he has already seen new kinds of users 

taking advantage of the SMP machines. The 
vector computer, he notes, excels at analyz-
ing large, organized systems because its speed 
derives from performing the same calcula-
tion on an entire string of numbers at once. 
In contrast, says Smarr, "The new machines 
like lots of disorganized stuff." 

One researcher, for instance, used the 
center's Silicon Graphics supercomputer to 
model the electrical activity of the heart and 
its surroundings in the chest cavity, taking 
into account the density, conductivity, and 
other properties of the various tissues. The 
model helped him simulate heart attacks in 
order to design better pacemakers. Another 
scientist, creating an innovative index for a 
digital library, analyzed 400,000 abstracts of 
electrical engineering articles looking for co-

occurrence patterns between key words that 
would identify commonly linked ideas. 

Besides opening supercomputing to new 
users, the microprocessor-based machines are 
breaking down barriers between supercom-
puting and the rest of the computing world. 
The new commercial order, Smarr says, may 
not be as much fun for supercomputer de-
signers, who have always been able to "take 
their time and charge what they want" for 
their specialized machines. But for users, it 
should open the way to the steep perfor-
mance increases and price drops that users of 
desktop machines have long been accus-
tomed to. A t  that point supercomputers, like 
personal computers and workstations, will 
have become commodities. 

-Robert Pool 

FLUIDDYNAMICS 

Mathematicians Open the 
Black Box of Turbulence 
W h e n  the mathematician John von 
Neumann was trying to stir up enthusiasm 
for electronic computing in the late 1940s, 
he pointed to several important problems the 
newfangled machines could help solve. 
Amone them were two that had come to the" 
forefront of scientific interest during World 
War 11: calculatine the behavior of shock" 

waves like those generated by atomic explo-
sions, and generating long-range weather 
predictions. Both problems are rooted in the 
physics of fluid dynamics, and both ulti-
mately demand an understanding of the 
knottv~roblemat the heart offluid flows: the , 
seemingly random motions known as turbu-
lence, which mix material and enerev-, 

through a moving fluid. 
It's hard nowadays to imagine any need to 

drum up support for computers. But it's 
also hard to imagine that someone as smart as 
von Neumann could have been serious in 
suggesting that the kind of computer then 
being built-in essence, an oversized pocket 
calculator run on vacuum tubes-was ca-
pable of solving any problem involving tur-
bulence, much less two of the hardest. Like 
chaos, to which it is closely related, turbu-
lence defies easy understanding because it 
amnlifies infinitesimal fluctuations into ma-
jor effects. Indeed, 2 decades after von 
Neumann's orediction. Richard Fevnman 
remarked t h i t  scientisis had yet to Lnder-
stand what goes on in one of the easiest of 
such problems, that of turbulent fluid flow in 
a simple, cylindrical pipe. 

But von Neumann may have just been 
farsighted. Computers and computer algo-
rithms have now gotten to the point where 
shock waves and flows perturbed by mild 

amounts of turbulence can be accurately 
computed. Meteorologists now produce sur-
prisingly accurate regional forecasts a week 
or more ahead of time and are coming to grips 
with details of local severe weather. Aero-
nautical engineers rely as much on worksta-
tions as they do on wind tunnels to design 
new airplane parts and surfaces. Many re-
searchers have now set their sights on ex-
tending the capabilities of computational 
fluid dynamics, or CFD as the field is called, 
to flows where turbulence plays a larger, of-
ten dominant role. Even Feynman's pipe-
flow problem is beginning to yield its secrets. 

The progress has come partly from bigger, 
faster computers, but also from insights into 
the nature of turbulence, which have opened 
the way to computer algorithms that do a 
better job of calculating complicated fluid 
flows. Theorists have learned, for example, 
that keeping track of a fluid's tendency to 
rotate and form eddies-its vorticity-al-
lows them to infer the kind of turbulence 
likely to roil it. In another shortcut, they're 
learning how to treat turbulence statistically, 
for example by studying the spatial correla-
tions of turbulence's energy-dissipating ef-
fects. Says Paul Dimotakis, a professor of 
aeronautics and applied physics at Caltech, 
"[People] don't treat turbulence as a black 
box anymore." 

O n  one level, to be sure, turbulence 
hasn't been a black box since the 19th cen-
tury. That was when fluid dynamicists devel-
oped a complete mathematical description of 
fluid flow-including turbulence-in the 
form of a system of partial differential equa-
tions known as the Navier-Stokes equations. 
These equations recast Newton's laws of 
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motion, ordinarily applied to d d  
objects, in term suitable for a h id ,  
where velocity and density can ' 

change at every point in space. Ide- 
ally, undemtandhg a turbulent flow 

Chorin, a mathematician at the 
,University of California, Berkeley, 
"i thinL we are not many years away 
from a satisfactory solution" of how 
to compute turbulent flows. 

is just a matter of pl- spec&. ' Lab&tory observations of tur- 
properties of the fluid into the * bukw flows are spurring theorists to 
Navier-St& equations and then Rfine their models even further. 
c r & k i  out solutions. OrsEag and colleagues Alexander 

But that's easier said than c3rcsne. ,- Smits and Mark Zagarola in the me- 
Solving the equations of fl& BOW* .: ~harkal grid aerospace engineering 
exactly is out of the ques&m&xwge d m e n t  at Princeton, for ex- 
for the very simplest ample, are sharpening their under- 
That's because the equa- a& standhg of turbulence in a cylindri- 
nonlinear, which means rbat a , cal pipe-precisely the problem 
change in one variabh can W ro r - : Feynman pointed to. 'The goal is to 
disproportionate c h y p   in^^: - * tie gEperiment together with theory 
Gm=P=t1~~ r e ~ m h % ~  mting and computaion," Orszag explains. 
to predict fluid fim in, say, d p -  - Part of the project involves a hug& 
namics, weahr  p ~ ' m q m -  piece of plumbing they fondly refa 
physics have to skch for qpmi- ' t~ as Superpipe, which circulates a i ~  
m a t e s a b ~ t i i o n s ~ ~ c i a ~ ~  '.1 compressed up to 240 times atma- 

Themosrdimt.nymdola*bg ~nruiy  nuid. A surface of constant concentration q b r i c  pressclre. The high pressure 
the turbu- d m  the Princeton researchers to m e w a o f a Y u l l n O r " w ~  w-oc.n*c*r*rrhndsw.The cal simulation, which in &~ct im- ,- by comput8tfi6m --- generate flows with Reynolds num- 

merses a three-dimensional grid of bers up to around 50 million. 
points in the fluid and then keep track of comparable to the total number of molecules They've fwnd that at Reynolds numbea 
conditions such as pressure, density, and ve- in the fluid. "You're not going to fit that on above 1 million-a realm important for pra& 
locity at each grid point. The computer ap- any conventional digital computer in any tical problems--the nature of turbulench 
plies the equations to recaIcuEate the condi- way whatsoever.n seeqrs to change. Orszag explaii that thct 
tions at each point i n i n c r e m d  time steps, Search@ for shW To predict the &tiat. between the friction generated aa 
leading to an aptximate picture of the A c t s  of turbulence in the kinds of set- the&htstrespast&ewall of the pipe and d-$. 
fluid's behavior. The finer the grid, the better tings, researchers have to look for shortcuts: ReyM& number shows a new slope-a new 
the approximation. models of fluid flow that combine theoretical scaling,,ir's called-at high Reynolds n w  

Because they work k l y  from the insights and physical intuition to produce b 'The fact thatwe see this gorgeous d o  

Navier-Stokes equations, fuU numerical simplifying assumptions. "If you want to get ing at Reynolds numbers between a millim. 
simulations are consi-rtrte mid standard to larger Reynolds numbers, you have to do acld 30 million says that there's something 
in computational fluid dynamics. &It full some modeling and some theory,"' says rich in the subject," says onzag. 'There% 
simulations still aren't fewiI.de f& the turbu- Orszae. And that's where much of the Droe- fundamental ~hvsics to understand." Om.&,. 
lent flows that researchen are most inter- 
ested in. The problem is that %eeping; crack of 
the minute eddies that c a w  most of the en- 
ergy in a turbulent flow requires more grid 
points and tinier time steps than even the 
fastest supercomputer can handle. 

In general, the amount of eompumSon 
requid increases with the cube of an entity 
known as the Reynolds h&h, a dimen- 
sionless combination of overall properties of 
the flow. (For pipe flaw, it is the diameter of 
the pipe times the average yelocity of the 
fluid divided by the vkosity.) In other 
words, doubling the Reynolds number, say by 
doubling the speed of the flow in a pipe, 
increws the camputarional workioad by a 
factor of 8. Computers currently balk at do- 
ing such simulations for Reynolds numbers 
much above 10,OOO-but many of the im- 
portant fluid-flow prdblems, such as airflow 
over an airplane wing or the flow of coolant 
throueh a nuclear reactor, involve Revnolds 
n& in the tens of millions. 

For such flows. notes Steven Orszag. 
an applied mathematician at Princeto; 
University, "the number of grid points 
[needed] is of order Avogadro's number," or 

- - 
ress since von Neumann's time has come, 
largely in recent years, As 1 9 i m e  puts it, 
"There are new ideas that are king  proposed 
dl the time, and the c c w n p 1 ~  of these 
models is increasing ~lpm&1y!~ 

Many of the ideas cenrer on an approach 
known as large eddy sbdation, or LES. In 
LES models, research& u s  the behavior of 
eddies big enough to shew up in the simula- 
tlon to infer how eddies smaller than the grid 
are influencine the How. &er ideas are 
based on a &Val approach called transport 
modeling. Transpart models replace the 
Navier-Stokes equations with equatiw de- 
rived from assumptions about how the h e -  
scale fluctuations of turbulence transport 
energy within the fluid. 

Researchers gain or lose confidence in 
such models by comparing their predictions 
for low-Reynolds-number flows with the re- 
sults of full numerical simulationsand 
even with observations of actual turbulent 
flows. Turbdence expetts all have their fa- 
vorite techniques, but they generally agree 
that theory-based modeling is finally realistic 
enough to take over where full numerical 
simulation leaves off. Indeed, says Alexandre 

thinks the m&ls he and his colleagues si 
develaping, especially same recent analysd-; 
of energy dissipation, have a good shot a ~ a  
explaining the experimental results. 

Dimotakis, however, suspects that many 
laboratory experiments will just add to the. - 
theorists' puzzlement. 'The technology c# 
measurement is probably undergoing a faster 
explosion and evolution than the tech* ! 
nology of computation," he notes. He &; 
colleagues, for example, are developin@ 
equipment that will be able to record . 
fluid-flow images at the rate of a thousan4 
ffamesperdInatestrunlastyearusing: 
a less capable, preliminary version of th&; 
system, they took pictures of a turbule*, 
jet of liquid, hoping to capture details a 
the intricately wrinkled surfaces of co ' 
stant temperature and pressure across whic % 
turbulent mixing takes place. "The exper$? 
ment l a s d  a little over 10 seconds,d w& 
have spent a year trging to understand what 
the three-dirnemId .surfices look like? 
Dirnotakis says. 

At that rate, von Neumann's vision maljl. 
have to wait a few years longer. 

-Barryap14;; 
I 
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