reached by the ground state W. In Fig. 5
(top), successive images, ~30 s apart, of the
same vesicle indicate that it exhibits clear
changes in shape. This sequence is com-
pared with the numerically equilibrated sur-
faces within the W family shown in Fig. 5
(bottom), all of which have the same geo-
metrical parameters (v,Aa) and of course
the same minimal energy. The very long
time scale of the observed deformation
mode demonstrates that this is not a ther-
mally excited bending mode, the time scale
for which is typically less than a second
(16). We conclude that this deformation is
a zero-energy mode and thus is experimen-
tal evidence of conformal diffusion. We
have generalized these observations to ge-
nus 3 vesicles, although the description of
conformal diffusion for these vesicles is
much more delicate.
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Two-Dimensional Imaging of Potential Waves
in Electrochemical Systems by
Surface Plasmon Microscopy

Georg Flatgen, Katharina Krischer,” Bruno Pettinger,
Karl Doblhofer, Heinz Junkes, Gerhard Ertil

The potential dependence of resonance conditions for the excitation of surface plasmons
was exploited to obtain two-dimensional images of the potential distribution of an elec-
trode with high temporal resolution. This method allows the study of spatiotemporal
patterns in electrochemical systems. Potential waves traveling across the electrode with
a speed on the order of meters per second were observed in the bistable regime of an
oscillatory electrochemical reaction. This velocity is close to that of excitation waves in
nerve fibers and is far greater than the velocity of reaction-diffusion waves observed in

other chemical systems.

All disciplines of science exhibit the phe-
nomenon of spontancous formation of spa-
tiotemporal patterns from an originally ho-
mogeneous state (1). In chemical systems,
spatial patterns may develop if an autocat-
alytic reaction is coupled to diffusion of the
reacting species. These systems can be de-
scribed by reaction-diffusion equations and
have been intensively investigated (2).
However, diffusion is not the only mecha-
nism by which information can be passed
on. For example, in nerve fibers, excitation
states propagate as a result of electric trans-
port phenomena. This is also true in elec-
trochemical systems, where potential gradi-
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ents are responsible for communication be-
tween different parts of the electrode. The
coupling of the electrode kinetics to the
bulk electrolyte, which is electroneutral,
leads to phenomena that are qualitatively
different from those expected in systems
that can be described by reaction-diffusion
equations (3). To date, the investigation of
these patterns has been hindered by a lack
of suitable experimental techniques. Here,
we present images of two-dimensional (2D)
potential waves in an electrochemical sys-
tem. They were obtained with surface plas-
mon (SP) microscopy, a newly developed
method for the study of rapid spatial varia-
tions at electrochemical interfaces.

In electrochemical systems, spatial pat-
terns are composed of different voltage drops
across the electrode-electrolyte interface
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Fig. 1. (A) Experimental setup for
studying spatiotemporal patterns in
electrochemical systems by means of
SP microscopy. WE, working elec-
trode; RE, reference electrode; CE,
counter electrode; and J, impinging jet.

(B) Schematic of the reflected intensity R, versus the angle of incidence ¢ at two different values of the
potential drop across the electrode-electrolyte interface.

(the so-called double layer) and different
concentrations of the adsorbed species that
are involved in the reaction. If these species
participate in the formation or dissolution of
a thick passivating coating, the formation of
patterns may become directly visible and can
be recorded by means of ordinary light mi-
croscopy (4), but because these phenomena
are no longer strictly 2D, they are usually
rather complex mechanistically. Attempts to
obtain information about pattern formation
at the electrode interface itself have in-
volved measurement of the potential drop
across the electrode-electrolyte interface by
means of a sequence of aligned microprobes
of potential (5). However, the applicability
of this method is restricted by the screening
effects of the probes as well as by low spatial
or temporal resolution, or both, in the study
of 2D systems. In contrast, SP microscopy
probes the electric charge of the electrode,
which reflects the potential drop across the
electrode-electrolyte interface. This method
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Fig. 2. (A) Current-voltage and (B) intensity-volt-
age characteristics of the peroxodisulfate reduc-
tion. The voltage is relative to a saturated calomel
electrode. The electrolyte (2 mM Na,S,04, 0.05
mM Na,SO,, 0.01 mM NaOH, and N, saturated)
was stirred by an impinging jet.

combines high spatial and temporal resolu-
tion with minimal perturbation.
The optical excitation of SPs at metal-
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electrolyte interfaces and its dependence on
applied potential have been studied in some
detail (6). Limited lateral extension of SPs has
been used to study variations in the thickness
of Langmuir-Blodgett films (7). The combi-
nation of these two approaches makes it pos-
sible to record patterns made up of variations
in potential drops across the electrode-elec-
trolyte interface. In our experimental setup
(Fig. 1A), the working electrode consists of a
Ag film (50 nm) evaporated onto a glass prism
(LASF35, Schott, Mainz, Germany). The
electrode is irradiated from behind through
the prism by a broadened laser beam (p-polar-
ized light from a He-Ne laser), and the reflect-
ed beam is imaged onto a screen and recorded
with a charge-coupled device (CCD) camera.
As the angle of incidence changes, a sharp
resonance peak is observed when the condi-
tion of the excitation of SPs is fulfilled (Fig.
1B). This specific angle of excitation is a
function of the potential drop across the elec-

73 ms 91 ms 136 ms 226 ms
Fig. 3. (A) Potential wave on a Ag
disk electrode. The electrolyte (1 B
mM Na,S,0,, 0.1 mM Na,S0,, -0.254
0.01 mM NaOH, and N, saturat- < -0.30 4
ed) was stired by an impinging 5.0_35.
jet. (B) Plot of global current ver- -0.40
sus time during a transition in the 0.0 50.0 100.0 150.0 200.0 250.0
bistable regime of the reduction of Time (ms)
peroxodisulfate.
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trode-electrolyte interface. In this application,
we kept the angle of incidence fixed (at the
maximum slope of the intensity drop) and
broadened the laser beam to irradiate the
whole electrode. Local variations in the po-
tential drop across the electrode-electrolyte
interface result in local variations of the res-
onance condition of SP excitation and corre-
spondingly in local differences of the intensity
of the reflected beam. Imaging the irradiated
electrode onto the screen results in an en-
larged picture of the potential distribution
across the electrode. A temporal resolution of
up to 800 frames per second (with 128 by 128
pixels) was achieved with the use of a Dalsa
CCD camera with a full-frame transfer archi-
tecture, which was connected to an image-
processing board. Unlike studies with micro-
probes, in this setup the electrode was not
shielded by any device, and an impinging jet
allowed us to define the convection of the
electrolyte. Moreover, a perturbation of the
temperature, the convective flow, or the po-
tential distribution in the electrolyte by the
measurement itself can be excluded.

We examined patterns that developed
during the reduction of peroxodisulfate to

A

sulfate under potentiostatic conditions. This
reaction is known to exhibit bistability and
oscillations in the global current; both insta-
bilities can be traced back to the electrostat-
ic interaction between the peroxodisulfate
ions and the electrode (8). In the bistable
regime, two current densities (called active
and passive) exist for a given value of the
externally applied voltage (Fig. 2A). This
voltage is composed of the potential drop
across the electrode-electrolyte interface (&)
and the ohmic potential drop (IR drop,
where I is the current and R is the resistance)
in the electrolyte. Hence, the two states in
the bistable regime are characterized by dif-
ferent potential drops across the electrode-
electrolyte interface, which in turn corre-
spond to different resonance conditions for
SP excitation, as can be seen in the plot of
global intensity versus voltage (Fig. 2B). The
dependencies of current and intensity on the
externally applied voltage look alike because
changes in the current always correspond to
changes in the voltage drop. The intensity
curve, however, contains additional infor-
mation. In the potential range from —1.4 to
—-1.7 'V, the same current densities were mea-

6 mm

Fig. 4. (A) Potential wave on a Ag ring electrode
(elapsed time between images, 4.5 ms). The elec-
trolyte (1 mM Na,S,0,, 0.05 mM Na,SO,, 0.01
mM NaOH, and N, saturated) was stirred by an
impinging jet. (B) Plot of global current versus time
during a transition in the bistable regime of the
reduction of peroxodisulfate. The arrows corre-
spond to the first and sixth images.

670

B
0.0 4
-0.14
jE, -0.2 4
o -0.3 4 t
0.4 - T T 1
0 25 50 75 100
Time (ms)
SCIENCE ¢ VOL.269 < 4 AUGUST 1995

sured during the anodic and cathodic scan,
whereas the intensity curve exhibited a small
hysteresis. This hysteresis is likely attribut-
able to chemisorption of a species, which
also changes the resonance condition (9).

We next investigated the breaking of spa-
tial symmetry during the transition from the
passive to the active state at a fixed potential.
The time trace of the current during a passive-
active transition is shown in Fig. 3B. This
transition occurs within about 50 ms. In a
sequence of images of the disk electrode dur-
ing this transition (Fig. 3A), the measured
intensities were normalized at each point and
plotted in a pseudocolor representation. The
first image shows the electrode at the begin-
ning of the transition: A small nucleus of the
active state is formed at the left edge of the
electrode in the otherwise spatially homoge-
neous passive state. During the transition, this
nucleus expands until the entire electrode
reaches high current density. The sequence
shows that our method not only allows mon-
itoring of a potential wave as it travels across
the electrode surface during the passive-active
transition, but also reveals some slower spatial
alterations that are not connected with any
noticeable change in the global current den-
sity (see the last four images in Fig. 3A). We
attribute these changes to the chemisorp-
tion of a species from the solution on a
slower time scale. In repetitions of the ex-
periment, the potential waves always orig-
inated at different locations on the rim of
the electrode, whereas the “chemisorption
wave” always originated at the same place.
This wave is probably a phase wave that
originates from small inhomogeneities of
the Ag film. This observation demonstrates
a further application of SP microscopy,
namely the detection of concentration pat-
terns of chemisorbed particles.

On Ag ring electrodes, potential waves
have been observed with microprobes (3).
For comparison, we conducted the same ex-
periment with a ring-shaped Ag film evapo-
rated onto the prism. The observed time
trace (Fig. 4B) again displays a transition
from low to high current density. At the
beginning, the electrode is in the spatially
homogeneous passive state. As with the Ag
disk electrode, a nucleus of the active state is
formed, and from this nucleus the potential
wave spreads over the ring until the whole
electrode area is covered (Fig. 4A). These
observations are in agreement with the pre-
vious results (3) and confirm the interpreta-
tion presented here.

We have demonstrated that SP micros-
copy allows the observation of 2D electro-
chemical potential waves. The strengths of
the method are its ability to record the
entire surface simultaneously with high
temporal resolution (about 1 ms), its non-
perturbing nature, its surface specificity,
and the accessibility of the electrode, which



permits a defined convection. This method
opens new avenues toward an understand-
ing of spatiotemporal pattern formation in
electrochemical systems.
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Detection of Creatinine by a Designed Receptor

T. W. Bell,*t Z. Hou, Y. Luo, M. G. B. Drew, E. Chapoteau,
B. P. Czech, A. Kumar

An artificial receptor has been designed to bind creatinine with a color change (chro-
mogenic response) caused by proton transfer from one end of the receptor to the other.
The receptor was synthesized and found to extract creatinine from water into chloro-
carbon solvents. The color change in the organic layer is specific for creatinine relative
to other organic solutes, and it is selective for creatinine relative to sodium, potassium,
and ammonium ions. The chromogenic mechanism is revealed by x-ray crystal structures
of creatinine, the free receptor, and the complex, showing ‘“‘induced fit”’ binding resulting
from electronic complementarity between host and guest.

Creatinine (1) is an end product of nitro-
gen metabolism. In healthy individuals, it is
transported by the kidneys from blood to
urine. Blood levels of urea nitrogen and
creatinine are key indicators of renal func-
tion (2), but current creatinine assays have
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several shortcomings. The Jaffé reaction, in
which a colored product is formed from
creatinine and picrate in alkaline solution,
remains the prevalent method, despite its
poor specificity. During the past two de-
cades, several enzymatic methods have ap-
peared, the most promising of which require
four or five enzymes (3, 4). Apparently,
these approaches are more specific than the
Jaffé method, but they suffer the shortcom-
ings of certain interferences, expense, and
limited stability. The work reported here
demonstrates that supramolecular chemis-
try (5-7) can be applied to the design of
chromogenic reagents for detection of clin-
ically important molecules.
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The receptor (1, Fig. 1) was designed
with the use of Cram’s principles (7) of
host-guest complementarity and host preor-
ganization (5-8). The successful binding of
creatinine (2) by three hydrogen bonds was
expected to cause the transfer of a proton
from the OH group of the receptor to its
end nitrogen atom. The resulting complex
(1:2) would then have a dipolar structure;
the delocalization of the negative and pos-
itive charges was expected to cause a visible
color change. In this designed receptor, the
chromogenic group is intrinsic to the pre-
organized binding site and communicates
directly with the bound guest (9). In con-
trast, color-producing or fluorescent moi-
eties generally cannot be incorporated into
the binding sites of biomolecular receptors,
enzymes, or antibodies without altering
their desirable binding characteristics.

As shown in Fig. 2, creatinine receptor 1
was synthesized in five steps (10) from inter-
mediate 3 (I11). The phenol ring in 4 was
protected from ozonolysis as ester 5. Partial
hydrolysis of the acetate group occurred dur-
ing isolation of product 6, so this intermediate
was converted to phenol 8 without purifica-
tion. Nitration of 8 gave the target receptor
(1), which was difficult to purify because of its
acid-base properties and low solubility in mdst
solvents. Chromogenic analytical reagents are
used in very small quantities, so the synthesis
outlined in Fig. 2 is effective, despite its

Fig. 1. Reversible binding of creatinine (2) to the designed receptor 1, forming a more deeply colored
complex (1-2). (A) Space-filing diagrams of the yellow receptor, colorless creatinine, and brownish-
orange complex, showing the fit of creatinine in the binding cavity. (B) Structural diagrams showing
rearrangement of the receptor 1 upon formation of the complex (1-2).

SCIENCE ¢ VOL.269 * 4 AUGUST 1995

671





