
ogy has produced some additional insights. 
Primary atnong these is the knowledge that 
the spatial heterogeneity in ecological sys- 
tems at various scales often influences im- 
portant functions, ranging from population 
structure through community composition 
to ecosystetn processes, and that traditional 
within-patch explanations were incom- 
plete. Landscape ecology has begun to de- 
termine the tnechanisms behind the rela- 
tions of spatial pattern and ecological pro- 
cesses. The heterogeneity of entire matrices 
as well as the structures of specific bound- 
aries in landscapes have been shown to 
govern the movement of organisms, tnate- 
rials, and energy. Landscape ecology has 
become a tnajor stitnulus for clarifying the 
fundamental problem of scale in ecology by 
showing how processes at various scales in- 
teract to shape ecological phenomena and 
by exposing regularities that have wide ex- 
planatory potential. Finally, landscape ecol- 
ogy has focused the attention of ecologists 
on scales and systems in arhich human im- 
pacts, even subtle and distant ones, are 
necessary ingredients in ecological models. 
Together, these advances have brought spa- 
tial heterogeneity into ecology to perform 
valuable explanatory and predictive f ~ ~ n c -  
tions, rather than excluding it as a trouble- 
some source of error. 
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Ecology and Climate: Research 
Strategies and Implications 

Terry L. Root and Stephen H. Schneider 

Natural and anthropogenic global changes are associated with substantial ecological 
disturbances. Multiscale interconnections among disciplines studying the biotic and 
abiotic effects of such disturbances are needed. Three research paradigms traditionally 
have been used and are reviewed here: scale-up, scale-down, and scale-up with em- 
bedded scale-down components. None of these approaches by themselves can provide 
the most reliable ecological assessments. A fourth research paradigm, called strategic 
cyclical scaling (SCS), is relatively more effective. SCS involves continuous cycling be- 
tween large- and small-scale studies, thereby offering improved understanding of the 
behavior of complex environmental systems and allowing more reliable forecast capa- 
bilities for analyzing the ecologjcal consequences of global changes. 

A s  they increase in niunbers, humans are 
using technology to achieve higher stan- 
dards of living (1 ). As a consequence, are 
continue to modiiy atmospheric composi- 
tion, water quality, and land surfaces, as 
well as introduce a host of novel chemicals 

500 by 500 km (1 3), whereas ecologists pri- 
tnarilv use tennis-court-sized field dots 
(14)] ' make interdisciplinary conneciions 
difficult and necessitate devising methods 
for bridging scale gaps ( 15, 1 6). Third, many 
disciplines must be integrated. Fourth, un- 

into the environment. In addition, are have 
transported species beyond their natural 
boundaries, creating exotic invasions (2). 
When such changes occur on a global scale 
(for example, climate change caused by an 
enhanced greenhouse effect), or regionally 
but wit11 sufficient frequency as to be global 
in scope (for example, habitat fragmenta- 
tions), they are defined as "global changes." 
The potential severity of these changes has 
tnotivated substantial efforts to iunderstand 
their ecological implications (3-9). 

The ecological itnplications of any global 
change are difficult to predict for several 
reasons. First, the rates of hutnan-induced 
change are often an order of magnitude fast- 
er than those related to natural causes, 
which limits the reliable application of his- 
toric analogs (1 0-1 2). Second, the scales at 
which different research disciplines operate 
[climate modelers typically use grid squares 
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certainties exist in virtually every aspect of 
the analyses [for example, baseline data (17, 
18)]. Furthermore, actions to mitigate po- 
tential ecological implications are contro- 
versial, because policy options often involve 
substantial investtnents that, even if macro- 
econotnicallv efficient, may dramaticallv al- , , 
ter regional economic, social, or dernograph- 
ic status qiuos (1 9 ,  20), and because diverse 
audiences require education about uncer- 
tainties and ~otential  risks. 

The urgency of global change issues de- 
mands bold attemDts to overcome these 
obstacles. From a public policy perspective, 
more reliable predictive power could help 
society mitigate potentiab idpacts by reduc- 
ing the factors that force global changes 
(21 ) [for instance, reducihg ireenhouse gas 
emissions through fees on carbon releases 
(22)l. In addiiion, investigation of possible 
ecological responses may indicate how 11u- 
tnans could facilitate the ada~tation of 
managed and untnanaged ecosystems to 
global changes (23), thereby minimizing 
plausible datnages and tnaxitnizing potential 
opportunities. Exatnples of such "insurance 
policies" include accelerating developtnent 
of less-polluting energy systems (24) and 
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building migration corridors among reserves 
to facilitate the preservation of species (25). 
All of these efforts require integration of 
biological, physical, and social information 
about environmental systems (26). 

A vast array of studies have contributed 
to the understanding of ecological responses 
to global change disturbances (27-29). 
Here, we exatnine three traditional research 
strategies for assessing the ecological conse- 
quences of global clitnatic change and dis- 
cuss the limitations of each. We then de- 
scribe an etnerging, more integrated para- 
digm that we call strategic cyclical scaling 
(SCS), which may provide more reliable 
forecast models. Finallv, we discuss the itn- , , 
portance of interdisciplinary efforts in pre- 
dicting the ecological consequences of cli- 
matic change. 

Scale-Up Paradigm 

The "scale-up" or "bottom-up" paradigtn is 
the idealized "first principles" approach at- 
tempted by most natural science studies. 
Empirical observations tnade at small scales 
are used to determine nossible mechanistic 
associations or "laws of nature" that are 
then extrapolated to predict larger scale 
responses. Some of the most conspicuous 
features observable at smaller scales, how- 
ever, may not reveal dominant processes 
that generate large-scale patterns. Mecha- 
nisms creating larger-scale responses can 
easily be obscured in noisy or unrelated 
local variations. This often leads to an in- 
ability to detect at small scales a coherent 
pattern of associations among variables 
needed for ecological impact assesstnents at 
large scales 130). - . , 

Small-scale ecological studies are logisti- 
cally easier to conduct than are large-scale 
studies (15, 16). At small scales, species 
interactions usually are more readily observ- 
able than are other factors, such as environ- 
mental forces. Thus, the predominance of 
~ublished studies on biotic interactions savs 
relatively little about the ecological impor- 
tance of large-scale factors. - 

Consider an ecological example for 
plants, in which extrapolation may not 
hold. Increasing atmospheric CO, is likely 
to enhance the ~l~otosvnthetic activitv of 
plants, because tLe higher CO, concen'tra- 
tion outside the leaves results in a higher 
partial pressure of CO, inside the leaves. 
Additionally, the efficiency of plants' water 
use will probably improve because the same 
amount of photosynthate can be produced 
while stotnates retnain onen for a shorter 
period of time (thereby reducing transpira- 
tion) (31 ). 

To quantify such potential effects, agri- 
ci~lti~ral researchers have "fertilized" isolat- 
ed food plants in growth chambers with 
increased CO, and have reported higher 

vields and more efficient water use 132). , , 

Although those results are appropriate at 
the scale and for the conditions of the tests. 
the extrapolation of those results first to 
canopy scale and then to whole ecosystems 
(33) is questionable (34). With regard to 
ecosystetn effects, plants do not respond 
unifortnly to increased concentrations of 
CO, (35). Consequently, CO, fertilization 
in an ecosystem will confer advantages on 
some species, which in turn could easily 
alter interactions among species. In addi- 
tion, carbon/nitrogen ratios may change, 
which would affect the nutrient aualitv of 
leaves and, in turn, herbivory patt'rns (35). 

To what extent is it valid to extranolate 
inferences frotn small-scale experiments to 
more complex or larger scale environmental 
systems (36)? This depends on whether ex- 
ternal large-scale processes can be easily 
observed at stnaller scales. For example, for- 
est ecosystem models driven by global 
wartning scenarios with doubled concentra- 
tions of CO, project dramatic alterations in 
the current geographic patterns of global 
biomes (37, 38). When such models are 
extended to account for some of the direct 
effects of doubled CO, on water use due to 
decreased stornatal conductance. however. 
they rely on results extrapolated frotn sin- 
gle-plant studies to the scale of whole for- 
ests. This scale-up method dramatically al- 
ters the percentage of area predicted to 
experience biotne change (39). Prentice 
and co-workers (40), however, exclude such 
extrapolations, arguing that at the scale of a 
forest, relative hutnidity within the canopy, 
a41ich significantly influences evapotrans- 
piration, is itself regulated by the plants. In 
other words, there is a feedback Drocess 
external to the leaf scale that operates at 
the ecosvstetn scale: If CO, fertilization de- 
creased ;he transpiration From each plant, 
the aggregate forest effect would be to lower 
the relative humidity of the canopy. This, 
in turn, would increase transpiration, a neg- 
ative feedback offsetting the direct CO, 
fertilization effect observed at a small scale. 
This example, although not definitive, 
nonetheless implies that the scale-up para- 
digm may be appropriate at some scales 
(particularly when it incorporates first prin- 
ciples that fit the situation under study), 
but it is not reliable for all scales without 
testing at the scales of the svstem. 

A kajor limitation of the scale-up par- 
adigm occurs in forecasting the behavior 
of complex systems. A forecasting model is 
most credible if it solves analytically a 
well-tested process-based set of equations 
that account for the interacting phenom- 
ena of interest. The classical reductionist 
philosophy in science indicates that the 
laws of physics, for example, apply to phe- 
nomena at all scales. Thus, in principle, if 
such laws can be found (usually at small 

scales), then the exact solutions of the 
equations that represent such laws will 
nrovide reliable forecasts at all scales. This 
assumes that all significant phenomena 
are treated bv the laws used in making the 
forecast.   ow ever, this is rarely possifie in 
practice, and thus, although most forecast- 
ing models are predominantly scale-up, 
they must explicitly or implicitly include 
some scale-down assumptions. 

Scale-Down Paradigm 

In the "scale-down" or "top-down" para- 
digm, observed large-scale patterns are cor- 
related with other large-scale patterns in 
order to identify possible causal relations. 
This approach suffers because the discov- 
ered associations may be statistkal artifacts 
that do not reflect the causal mechanisms 
needed for reliable forecasting (4 1 ) .  

Scale-down tecl~niques have long been 
used to delineate biogeographic boundaries 
of biornes (regions characterized by similar 
species and clitnates). For example, the 
Holdridge life-zone classification distin- 
guishes biomes (such as tropical moist for- 
est) by means of two empirical predictors: 
temperature and precipitation (42). Other 
scale-down empirical formulas predict po- 
tential vegetation on the basis of a variety 
of large-scale factors, such as seasonal tern- 
peratures or soil moisture (43). Criticisms 
have been aimed at the static nature of such 
approaches because they often predict that 
changes in vegetation appear instanta- 
neously wit11 climate changes, thereby ne- 
glecting transient dynamics (44). In reality, 
a succession of vegetation types emerges 
over a period of decades to centuries after a 
disturbance, even if the climate does not 
change after that disturbance. 

Sound motivations exist for incol-porat- 
ing transient dynamics into models, as was 
shown by a large interdisciplinary effort by a 
teatn of ecologists, palynologists, paleontol- 
ogists, climatologists, and geologists who 
formed a loose research consortium known 
as the Cooperative Holocene Mapping 
Project (COHMAP) (45, 46). One group of 
these researchers used proxy indicators to 
reconstruct vegetation patterns over the 
past 18,000 years for a significant fraction of 
the land area of the earth. Spruce, now the 
dotninant pollen type in the boreal zone in 
central Canada, was a prCdtitninant pollen 
type during the last ice age (15,000 to 
20,000 years ago), in what are now the 
mixed hardwood and corn belt regions of 
the United States. At that time. Canada 
was largely under ice, and as the ice reced- 
ed, spruce tnoved northward. Early interpre- 
tations, including that of Darwin himself 
(47), suggested that biological communities 
had moved wit11 changing climate. 

If this were so and cotntnunities moved 
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as units, then the principal ecological con- 
cern over the prospect of future clirnate 
change would be that habitat alteration 
might block the previously free-ranging 
movement of natural communities in re- 
sponse to climate change. Davis (48) re- 
ported, however, that species exhibited in- 
dividualistic behavior in response to climat- 
ic changes. COHMAP corroborated this 
using multiple pollen types from the last ice 
age to the present interglacial period. Glob- 
al average temperatures increased roughly 
5°C during this 10,000-year transition peri- 
od, and during the most rapid portion of the 
transition, the distribution of pollen types 
showed no analog associations to present- 
day plant communities (49). This informa- 
tion and our knowledge of the differentiat- 
ed tolerances of individual species for cli- 
mate changes suggest that present-day spe- 
cies assemblages will not move as units 
given almost any scenario of anthropogenic 
climate change and underscore the impor- 
tance of transient dynamics. 

Scale-Down Embedded in 
Scale-Up Paradigm 

Scientists strive to base their simulation 
models on first principles. However, small- 
scale phenomena must either be neglected 
or treated implicitly in scale-up models by 
embedding a scale-down parametric repre- 
sentation (or "parameterization") of the ef- 
fects of small-scale processes on large-scale 
variables. 

Ecological models. To include processes 
that contribute to transient dynamics, ap- 
proaches such as forest "gap" models have 
been developed (50). These models typical- 
ly assume a random establishment of tree 
seedlings from various species. Whether 
these trees grow well depends on several 
different environmental factors such as soil 
nutrients, shading, and solar radiation. In- 
dividual tree species usually are assigned a 
sigrnoid curve for growth in trunk diameter 
under ideal conditions. 

This approach may appear to be a pro- 
cess-based scale-up technique, because a 
small spatial scale (such as 0.1 hectares) is 
normally assumed. The actual growth rate 
in the simulation model for each species, 
however, is usually determined by multipli- 
cation of the ideal growth rate by a series of 
growth-modifying functions that attempt to 
account for the limiting effects of the vari- 
ous environmental factors. For temperature, 
the growth-modifying function is deter- 
mined empirically at a large scale by fitting 
a parabola with a maximum at the value 
midway between the extremes (tempera- 
tures at each species' northern and southern 
range limits). This embedding of scale- 
down empiricism into a scale-up approach 
has been criticized on the grounds that such 

large-scale curve-fitting exercises are not 
based on species physiology (44). A remedy 
would be to use population dynamics mod- 
els with species-specific parameters that are 
experimentally derived and include factors 
such as seed dispersal, so that recruitment is 
related to the preexisting population of 
plants, not simply a random number gener- 
ator (51 ). Such experilnents could provide 
data at more appropriate scales for param- 
eterization~ of population dynamics models, 
but it is unclear to what extent even this 
extra element of empiricism could provide 
reliable estimates for all relevant model pa- 
rameters-at least not in less than the sev- 
eral decades it would take to perform the 
exneriments. Furthermore, other factors 
such as changing pest communities associ- 
ated with climatic and land use changes 
could individually or synergistically confuse 
interpretations of the proposed medium- to 
large-scale experiments designed to obtain 
better parameterizations. Certainly, more 
than one cycle of scale-up-scale-down in- 
teractions is needed. 

Climate modeling. Most cli~nate models 
are developed with the philosophy that so- 
lutions to energy, momentum, and mass 
conservation equations shouJd provide a 
credible forecasting tool. TMs first-princi- 
ples scale-up approach suffers from the fiun- 
damental practical limitation that the cou- 
pled nonlinear equations that describe the 
physics of the air, land surfaces, seas, and ice 
are far too complex to be solved by analytic 
techniques (52, 53). Therefore, approxima- 
tion techniques are applied (54). The re- 
sulting grid cells, which are the smallest 
resolved snatial element of such models, are 
larger than important small-scale phenom- 
ena, such as clouds or the influence of a tall 
mountain on wind flow. Small-scale phe- 
nomena can only be incorporated implicitly 
into a model by techniques in which a mix 
of scale-down empiricism and fine-resolution 
scale-up submodels is applied. This defines a 
parameterization of the influence of subgrid 
scale nrocesses as a function of variables that 
are resolved at the grid scale. Finding and 
testing parameterizations has occupied cli- 
mate modelers for decades (52, 53). 

Scale Transition Techniques 

Ecologists building scale-up models must 
use scale-down pararneterizations to treat 
unresolved phenomena. However, the 
scales typically addressed by climate models 
and ecological observations differ by orders 
of magnitude, which is why some ecologists 
have sought to increase the number of 
large-scale ecological studies, and some cli- 
matologists are trying to shrink the grid size 
of climate models. We argue that both are 
required, along with techn~ques to bridge 
the scale gaps (15). 

To estimate the ecological consequences 
at small scales of forecast climate change, a " ,  

researcher must first translate the large- 
scale climate change forecast to a region of 
smaller scale. This could mean translating 
climate information at a 500-by-500-km 
grid scale to a 50-by-50-ln field plot-a 
10,000-fold interpolation! Such climate 
models, also known as general circulation 
models (GCMs), use this coarse resolution 
because of the ~ractical limitations of com- 
puter hardware resources (55). 

If a mesoscale grid of 50-bv-50-km reso- - 
lution for a climate model were applied over 
the entire earth, then computation time on 
a single processor of a supercomputer to run 
a year's worth of weather would be on the 
order of 1 year. Still, 50 km is roughly two 
orders of magnitude larger tlwn the size of a 
typical cloud (13) and three orders of mag- 
nitude larger than the typical scale of an 
ecological study plot (14). Therefore, in the 
foreseeable future, climate models will be 
unable to transcend the ~roblem of unre- 
solved subgrid-scale phenomena such as 
cloudiness or evanotransniration from 
plants; nor will climate change information 
be nroduced directlv from the cli~nate mod- 
els 'at the same scalk at which most ecolog- 
ical information is gathered. " 

Indirect methods associating empirical 
large- and small-scale climate data can 
translate grid-scale averages to smaller scale 
patterns needed for ecological assessments. 
For exam~le,  the Sierras or the Cascades in 
the united States are subgrid-scale moun- 
tain chains in a tvnical GCM, but in the , & 

actual climate system, onshore winds would 
nroduce cool and rainv conditions on the 
ivestern side and a high probability of 
warmer and drier conditions on the down- 
slope or eastern side (15). This would sug- 
gest that when the grid-scale average tem- 
peratures were warmer on the eastern slope, 
the western slope should be cooler and wet- 
ter. If, however, 50 years from now warming 
on the eastern slope were, for example, a 
result of a doubled concentration of CO, 
causing an enhanced downward infrared ra- 
diation flux, then both eastern and western 
slopes would likely experience warming. Al- 
though the degree of warming and associat- 
ed precipitation anomalie? would not nec- 
essarilv be uniform, knl' entirelv different 
pattern would likely occur than that ob- 
tained empirically udng9oday's weather 
conditions. Therefore, downscaling tech- 
niques that use regional distributions of en- 
vironmental variables at local scales and 
correlate them to the large-scale regional 
patterns will not necessarily provide good 
guidelines for how large-scale patterns 
might be distributed locally if the causes of 
the future change are different from the 
causes of the historic fluct~rations. 

Another more mechanistic technique is 
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Fig. 1. Investigations across scales of the interactions within and between the biotic and abiotic 
effects of disturbances are now both possible and required for system-level understanding and for 
impact assessment. These may be best accomplished by research based on the SCS paradigm, 
which is a conscious attempt to cycle back and forth between large- and small-scale studies both 
within and between abiotic and biotic disciplines. Ecological impact assessments can be used as 
input to overall integrated assessment of global changes. This assessment, in turn, helps with the 
strategic need to forecast the effectiveness of different policy options. (See Fig. 3 for explanations of 
this process and color scheme.) 

available to translate large-scale patterns: 
embedding in a particular region a high- 
resolution model that is driven by large- 
scale information from a GCM. In essence, 

, this approach uses a predominantly scale-up 
model based on physical laws to translate 
GCM grid-scale averages into a smaller 
scale pattern. This embedding technique 
translates GCM erid-scale information into " 
mesoscale patterns, which brings climate- 
model and ecological-response scales much 
closer (56). 

Even this technique has several serious 
problems. First, these models are computer 
intensive. Second, the model's performance 
depends on the validity of the GCMs cli- 
mate statistics in the region of the embed- 
ding. For example, if the GCM predicts 
prevailing winds reasonably well, then the 
embedded mesoscale model will more faith- 
fully translate the large-scale GCM patterns 
down to regional detail. If, however, the 
GCM's simulated wind pattern is not very 
accurate in the region of embedding, then 
the mesoscale model will translate the error 
in its boundary conditions into a higher 
resolution erroneous pattern. Finally, even 
a mesoscale grid of 50 by 50 km is coarse 
relative to the scale of many phenomena 
such as thunderstorms. Thus, in some re- 
gions of the world and in some seasons 
when such storms are the dominant forms 
of precipitation, the ability of the mesoscale 
model to provide a regional pattern of pre- 
cipitation will only be as good as its scale- 
down parameterization of thunderstorms. 

A scale transition technique developed 
by Stamm and Gettelman (57), called a 
local climate model (LCM), translates 
GCM grid-scale predictions of climate 

changes caused by doubled concentrations 
of C02 to smaller scales. These authors use 
the statistical technique of canonical re- 
gression to compute a 10-by-10-km grid of 
temperature and precipitation from predic- 
tor variables for terrain, sea-surface temper- 
ature (SST), wind fields, C02 concentra- 
tion, and solar radiation. Wind fields and 
SSTs are taken from a doubled-C02 GCM 
run, and a highly simplified energy-balance 
model is used to evaluate the infrared radi- 
ation changes caused by C 0 2  concentration 
changes. This new technique appears prom- 
ising but has several unsolved problems 
(58). 

Strategic Cyclical Scaling 
Paradigm 

We advocate the use of a fourth paradigm, 
SCS, in which scale-down and scale-up ap- 
proaches are cyclically applied and strategi- 
cally designed to address practical problems 
(Fig. 1). Large-scale associations are used to 
focus small-scale investigations to ensure 
that tested causal mechanisms are generat- 
ing the large-scale relations (59). Such 
mechanisms become the systems-scale 
"laws" that allow more credible forecasts of 
the consequences of global change distur- 
bances. SCS is not intended as only a two- 
step process, but rather as a continuous 
cycling between strategically designed 
large- and small-scale studies, with each 
successive investigation building on previ- 
ous insights obtained from all scales (60). 

In our view, the SCS paradigm provides 
a more scientifically viable and cost-effec- 
tive means of improving the credibility of 
ecological assessment than does the isolated 

pursuit of either the scale-up or scale-down 
method. It offers a better explanatory po- 
tential for complex, multiscale environ- 
mental systems (26) and more reliable eco- 
logical impact assessments and predictive 
ca~abilities. Below. we ~rovide two exam- 
ples of research efforts -that followed this 
paradigm. 

Bird case study. One of us (T.L.R.) has 
applied SCS to the study of wintering 
North American birds (61 ). With the use of 
the National Audubon Society's Christmas 
Bird Count data. averaee distribution and " 
abundance patterns of a large proportion of 
winterine birds were found to be associated " 
with environmental factors, such as north- 
e m  range limits and average minimum Jan- 
uary temperature. The scaling question is: 
What mechanisms at small scales (for ex- 
ample, competition or thermal stress) may 
have given rise to the large-scale associa- 
tions? The hypothesis that local physiolog- 
ical constraints caused the particular large- 
scale temperature and range-boundary asso- 
ciations was tested first. Published small- 
scale studies on the wintering physiology of 
key species were used to estimate the north- 
e m  range boundaries of the birds that ex- 
hibited temperature and range-boundary as- 
sociations (roughly 50% of all songbirds). 
These birds apparently extend their ranges 
no farther than to locations where they 
need not raise their metabolic rates more 
than -2.5 times their basal metabolic rate 
(61 ). This appears to be the maximum met- 
abolic rate these birds can sustain, on aver- 
age, throughout winter nights to maintain 
their body temperatures. 

At several small field sites along a lon- 
gitudinal transect running from Michigan 
to Alabama, it was found that the amount 
of stored body fat may be restricting the 
northern range boundary for some birds 
(62). To determine the relative importance 
of colder temperatures and longer nights 
(with fewer hours of daylight thus available 
for foraging), another longitudinal transect, 
running from Iowa to Louisiana, was incor- 
porated into the study (63). This larger- 
scale design was selected on the basis of 
previous small-scale studies because it al- 
lowed a decoupling of the effects of day 
length and temperature. The decoupling, in 
turn, was important to the strategic problem 
of forecasting potential effects of global 
warming. Preliminary results suggest that 
temperatures are more important than day 
length in explaining the physical con- 
straints that shape bird ranges (64). This, in 
turn, suggests that global temperature 
changes could cause rapid range and abun- 
dance shifts by many bird species, and that 
the identification of underlying physiologi- 
cal mechanisms can lead to formulas need- 
ed for forecasting such changes. 

The possibility of rapid biogeographic 
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shifts by many birds led to an investigation 
of associations in the year-to-year variations 
(rather than average limits or abundances 
as before) between large-scale distribution 
and abundance patterns of birds and cli- 
mate variables. Significant annual shifts in 
the winter ranges of selected species (for 
example, see Fig. 2) were quantified (65). 
Preliminary analyses suggest that in warmer 
years, the winter abundance is significantly 

higher farther north than it is in colder 
years (66). 

If this research approach works for birds, 
might it also be appropriate for other taxa? 
The sex determination of some re~tiles is 
known to be temperature dependent (67), 
and it has been suggested that the northern 
range limits of some reptiles and amphibians 
are determined bv ambient temmratures 
(68). In preliminary investigations, the range 

Fig. 2. The range in the United States of the Myrtle race of the yellow-rumped warbler (Dendroica 
coronata) shifted significantly from the winter of 1969 to 1970 (blue solid line) to the winter of 1970 to 1971 
(red long-dashed line) to the winter of 1971 to 1972 (yellow short-dashed line) [after (65)l. 

Fig. 3. Framework for the "end-to- I- assessment of global change proMemr 
end" or integrated assessment (72) 
of global change problems. Two in- 
formation-flow guished: (i) hypothetical pathways disturbanc- are distin- 1 l  * 
es, effects, and impacts of hypo- 
thetical altemative policies (dashed 
green lines) and (ii) actual distur- 
bances, effects, and impacts aris- L 4: C Z W ~  I 
ing from actual policy choices (solid I 

I 

red lines). To evaluate (light yellow -&'y=!- I 
ovals) and improve (dark yellow I 
ovals) scientific tools and concepts 
at each level of assessment (blue r' 
rectangles), we suggest that the ca- 4 I ' 4  I .  I m pability to monitor the disturbanc- 
es, effects, and impacts of actual 
policy choices (or natural distur- z E ! l l ,  ellech bances) be enhanced as rapidly as 
possible (dark red rectangle). Sci- A 

entific analyses include assess- , 9 
I I 

ments of natural and anthropogenic tabtIAIp.ctm@umbmt 
disturbances (dark blue rectangle) 
and the response of Earth systems 4 I 
(see also Fig. 1) and their implica- 
tions (medium blue rectangle). 
These multidisciplinary assess- 
ments also need to be integrated 
(light blue rectangle). Alternative 
policy options (green rectangle) can 
be proposed to mitigate impacts or 
ease adaptations, and the potential 
efficacy of these options can be 
tested by the overall integrated assessment process. Value preferences (purple rectangle) influence both 
actual policy choices (light red rectangle) and hypothetical, altemative policy options (green rectangle), 
but their influence on the former is usually stronger (purple long-dashed line) than it is on the latter (purple 
short-dashed line). 

limits of several such species have been 
found to exhibit apparently strong associa- 
tions with various environmental factors, 
which suggests that the SCS paradigm may 
be a powerful research approach for these 
taxa too. Additionally, the long-term strate- 
gic goal is to combine information from var- 
ious taxa to enhance forecasts of possible 
ecological consequences of climatic change. 

COHMAP case study. A second example 
of SCS-like research is the COHMAP study 
(69), a team effort cited above, in which 
strategically designed field and lab work 
complemented large-scale climatic modeling 
studies using GCMs. Accepting the premise 
that atmospheric changes starting 18,000 
years ago were forced by changes in the 
Earth's orbital geometry, greenhouse gas 
concentrations, and SST, and knowing that 
such changes can be applied as boundary- 
forcing conditions for atmospheric GCMs, 
the COHMAP team used a GCM to pro- 
duce maps of changing climate at 3000-year 
intervals. They used scale-down regression 
models to associate pollen percentages from 
field data with current climatic variables 
(January and July temperatures and annual 
precipitation) (70). The resulting formulas, 
using fossil pollen data, predicted how cli- 
mate had changed. These paleoclimate maps 
were then compared with GCM maps to 
assess the causes of climatic and ecoloeical - 
changes and to evaluate the regional fore- 
casts of GCMs driven by specified large-scale 
external boundary forcings. The latter is a 
practical problem of strategic significance, 
because the credibility of GCMs' regional 
climatic anomaly forecasts is controversial. 
The investieation did not end there. but " 
cycled between large- and small-scale stud- 
ies, which led to further predictions using 
GCMs. 

To  enhance this testing exercise, Kutz- 
bach and Street-Perrott (71) developed a 
regional-scale hydrological model to predict 
paleolake levels in Africa. They used this 
model to compare lake levels over the past 
18.000 vears as com~uted from GCM cli- 
mates driving the h;drology model, with 
paleolake shore changes inferred from fossil 
field data. The SCS-like COHMAP effort 
produced comparisons between coupled 
GCM-hydrological models and paleolake 
data that were broadly consistent. When 
combined with vegetation-change map 
comparisons between GCM-produced pol- 
len abundances and field data on ~ o l l e n  
abundances, these comparisons both en- 
hanced our understanding and boosted the 
credibility of GCM regional projections of 
forced climate changes. 

Integrated Assessments 

The overall process for studying global 
change problems is known as integrated 
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assesstnent (72)  (Fig. 3). T h e  S C S  ap- are internally or externally driven, this the Nation on the Distribution, Abundance and 

proach (Fig. 1) is a n  integral part of the  knowledge is the  key to putting policy- Health of U.S. Plants, Animals and Ecosystems (U.S. 
Natlonal B~ologica Service, Washington, DC In 

Earth systetns science subcomponent of tnaking o n  a firtner factual basis, thereby press). 
this assessment process (Fig 3).  T h e  inte- optimizing the  limited resources available 18. M. Mac eta/., ~ d s . ,  in preparatlon. 

grated assessment framework (Fig. 3 )  pro- for environmental protection. 19. Abatement costs wll prevent mitigation polices ac- 

vides decision-makers a t  all levels an  op- cording to T. Scheling, n Changing Climate: Report To conduct such integrated 
of the Carbon Dioxide Assessment Committee (Na. 

portunity to  formulate and select better will require addressing issues across tnany tiona Academy Press, Washington, DC, 1983). 
policy choices (72) .  For example, one  scales and disciplines, necessitating the re- 20. Abatement costs have been overestmated accord- 

strategy for mitigating a typical forecast of 
global warming of several degrees centi-  
grade by the  year 2050 (73)  is for policy- 
makers to  irnplernent one  of a suite of 
possible abatement policies. Such policies, 
of course, could be econo~nically damaging 
to  some sectors and perhaps beneficial to  
others ( 1  9-22).  Before tnost policy-mak- 
ers would be willing to  endorse a particular 
policy, they would likely require estimates 
of the  possible consequences (21 ,  74) .  Al- 
though the  selection of particular alterna- 
tive policy options is not a n  entirely value- 
free Drocess, the integrated assessment Dro- 

u 

cesses are not nearly as value-laden as the 
rnaking of actual policy choices. 

T h e  information flows and feedbacks 
associated with the  actual disturbances are 
distinguished from those associated with 
the  hypothetical disturbances (Fig. 3) .  Al-  
though many of the  same scientists, ob- 
serving systetns, models, and paradigms 
may be applied for both  actual and hypo- 
thetical integrated assessments, we distin- 
guish these (solid and dashed lines, respec- 
tively, in Fig. 3) to  etnphasize the  urgency 
of setting up, in advance, monitoring ca- 
pabilities to  detertnine the  impact of ac- 
tual policy choices o n  the  environtnetlt 
and society. I n  this manner,  t he  effective- 
ness of state-of-the-art scientific practices 
can  be continuouslv reevaluated. Baseline 
data for this feedbadk process are sho\vn to  
be needed before the  imnlernentation of 
actual policy choices, which allows the  
conseauences of those choices to  become 
part of the  overall integrated assessment 
itnprovetnent process. 

T o  assess how climate change, for exam- 
ple, is affecting ecosystems, baseline data 
are needed o n  the  status and trends ( 17, 18) 
of a vast arrav of s ~ e c i e s  across all taxa. No t  
only are such dais necessary for studying 
and monitoring change, but also for devis- 
ing priorities and practical strategies for bi- 
ological conservation. This is part~cularly 
true, given political and economic con- 
straints that render a "save all species" pol- 
icy politically intractable. In  addition, base- 
line data are necessary for the  development 
and later evaluation of complex models of 
ecological systems. Realistic tnodels and 
baseline data must be applied in order to 
determine the  extent to  which various ob- 

moval of constraints imposed by disciplin- 
ary organization charts or inflexible tradi- 
tions at existing institutions. W e  cited the  
C O H M A P  effort as a model of cooperative 
SCS-like research. No t  only do the partic- 
ipants deserve credit for experimenting 
with such a progressive, strategic research 
design, but credits should also go to the  
tnany institutions that cooperated and the  
foundations that f~lnded this nontraditional 
SCS-like effort. W e  believe that as long as 
most research institutions and funding 
agencies remain organized in disciplinary 
subunits, the  t lu~nber of studies using the  
SCS-like paradigm will be limited. Thus, 
f~~ndamenta l ,  structural institutional chang- 
es to  foster interdisciplinary tnultiinstitu- 
tional research are long overdue (75) .  
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Population Growth and Earth's 
Human Carrying Capacity 

Joel E. Cohen 

Earth's capacity to support people is determined both by natural constraints and by 
human choices concerning economics, environment, culture (including values and pol- 
itics), and demography. Human carrying capacity is therefore dynamic and uncertain. 
Human choice is not captured by ecological notions of carrying capacity that are ap- 
propriate for nonhuman populations. Simple mathematical models of the relation between 
human population growth and human carrying capacity can account for faster-than- 
exponential population growth followed by a slowing population growth rate, agobserved 
in recent human history. 

s ,  . .  
cientific uncertainty about whether and 

how Earth will support its projected human 
population has led to public controversy: 
will humankind live amid scarcity or abun- 
dance or a mixture of both ( 1 ,  Z)? This 
article surveys the past, the present, and 
some possible futures of the global human 
population; compares plausible United Na- 
tions population projections with numerical 
estimates of how many people Earth can 
support; presents simplified models of the 
Interaction of human population size and 
human carrying capacity; and identifies 
some Issues for the future. 

The Past and Some Possible 
Futures 

Over the last 2000 years, the annual rate of 
Increase of global populat~on grew about 
50-fold from an average of 0.04% per year 
between A.D. 1 and 1650 to its all-time 
peak of 2.1% per year around 1965 to 1970 
(3). The growth rate has since declined 
haltingly to about 1.6% per year (4) (Fig. 1). 
Human influence on the planet has in- 
creased faster than the human population. 
For example, while the human population 
more than quadrupled from 1860 to 1991, 
human use of inanimate energy increased 
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10021, USA 

from 10' (1 billion) megawatt. hours/year 
(MW - hourslyear) to 93 billion MW - 
hourslyear (Fig. 2).  For many people, human 
action IS linked to an unprecedented litany 
of environmental problems (5), some of 
which affect human well-being directly. As 
more humans contact the viruses and other 
pathogens of previously remote forests and 
grasslands, dense urban ~ o ~ u l a t i o n s  and " & L 

global travel increase opportunities for in- 
fections to s~read (6): The wild beasts of this 
century and the next are microbial, not 
carnivorous. 
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Fig. 1. Recent world population history A.D. 1 to 
1990 (sol~d line) (53) and 1992 population projec- 
tions of the UN (1 1) from 1990 to 2150: high (solid 
line w~th aster~sks); medium (dashed line); and low 
(dotted line). Population growth was faster than 
exponential from about 1400 to 1970. 
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Along with human population, the in- 
equality in the distribution of global income 
has grown in recent decades (7). In 1992, 
15% of people in the world's ri,chest coun- 
tries enjoyed 79% of the world's income 
(8). In every continent, In giant city sys- 
tems, people increasingly come into direct 
contact with others who vary in culture, 
language, religion, values, ethnicity, and so- 
cially defined race and who share the same 
space for social, political, and economic 
activities (9). The resulting frictions are 
evident in all parts of the world. 

Today, the world has about 5.7 billion 
people. The population would double in 43 
years if it continued to grow at its present 
rate of 1.6% per year, though that is not 
likely. The population of less developed 
regions is growing at 1.9% per year, whlle 
that of more developed regions grows at 0.3 
to 0.4% per year (10). The future of the 
human populatlon, like the futures of its 
economies, environments, and cultures, is 
highly unpredictable. The United Nations 
(UN) regularly publishes projections that 
range from high to low (Fig. I ) .  A high 
projection published in 1992 assumed that 
the worldwide average number of children 

u 

born to a woman during her lifetime at 
current birthrates (the total fertility rate, or 
TFR) would fall to 2.5 children per woman 
in the 21st century; In this scenario, the 
population would grow to 12.5 billion by 
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Fig. 2. lnan~mate energy use from all sources from 
1860 to 1991 : aggregate (sol~d line with aster~sks) 
(54) and per person (dashed line). Global popula- 
t~on slze 1s ~nd~cated by the solid line. 
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